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Summary

Assessing the reliability of digital control systems is an important but challenging task. Traditional

tools of reliability and risk analysis, such as event and fault trees, have limitations. Some dynamic
methods, such as dynamic flowgraph methodology and Markov models, seem to hold promise but
evidence of their suitability and utility is still scarce.

This report deals with the reliability assessment of distributed digital control systems, using the
feedwater system of a BWR nuclear power plant as an example. Problems and methods of
reliability analysis of distributed digital control systems are briefly surveyed.

From various methods proposed for the reliability analysis of digital systems, the dynamic
flowgraph methodology (DFM) was chosen for further consideration because the physical system
can be incorporated in it in a natural way. DFM is based on state and time discretization, and a
DFM model is a directed graph where variables are connected to each other by edges. At each
time instance, each variable can be in one of several states. The state of each variable on the
next time instance depends on the states of its input variables at the present time instance; this
dependence is expressed as a decision table. The analysis is based on an exhaustive
enumeration of all possible state combinations; for the analysis, the values of any variables on any
of the time instances covered by the analysis can be specified. The result of a DFM analysis is a
set of prime implicants (multistate analoque of minimal cut sets) that can then be further analyzed
to yield probability estimates for failures.

A simple model of the feedwater system was implemented in DFM. It seems that nontrivial failure
modes of the feedwater control system can be found with DFM; a combinatorial explosion seems
to take place in models with a large number of variables, but this can be controlled somewhat by
setting proper initial and boundary conditions for the model variables.

Confidentiality | Public

Espoo May 2009

Signatures Signatures Signatures

Written by llkka Karanta Reviewed by Jan-Erik Holmberg, Accepted by Jari Hamalainen,
senior research scientist senior research scientist technology manager

VTT’s contact address

Distribution (customer and VTT)
SAFIR2010 TRS8

The use of the name of the VTT Technical Research Centre of Finland (VTT) in advertising or publication in
part of
this report is only permissible with written authorisation fromthe VTT Technical Research Centre of Finland.




V77T RESEARCH REPORT VTT-R-01749¢
2(30

Preface

CHARISMA (Challenges in Risk-Informed Safety Managmnt) is a part of the SAFIR2010
research programme funded by Valtion Ydinvoimareh@gYR). Its objectives are related to
the use of probabilistic safety assessment (PSAJpgport decision making and to intrinsic as
well as practical problems in PSA techniques.

This report is a result of CHARISMA'’s subtask “Radility of automation”. The subtask aims
at bringing the analysis of digital systems relioto the systems architecture level.
Different approaches for this purpose are surveged,one approach is selected for
demonstration purposes. The application case ifetthvater system of a BWR nuclear
power plant.

The authors would like to acknowledge the coopenadif Olli Paasikivi of TVO from whom
valuable information about the feedwater syste@lkiluoto 1 & 2 nuclear power plants was
obtained.

Espoo and Tampere, May 2009

Authors
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Introduction

Risk and reliability analysis of digital instrumation and control (1&C) systems
is considered difficult. On the one hand, relidpianalysis of software is difficult
because the errors are systematic and not randegn.tBough a program has
been extensively tested, it might still exhibitlfgibehaviour under some rare
circumstances, and the probability of this eveousth be estimated. In addition,
the input space of a digital control system — agible measurement histories
and parameter configurations - is often extremaigé.

Digital control systems can be analyzed on seaysiraction levels. At the code
(or circuit) level, the analysis is precise but @malysis effort might be
prohibitively large. At the architecture level, treguired effort might be
considerably smaller but the analysis is in damgenissing some important
failure mechanisms.

In current probabilistic safety analyses (PSA)trithsted control systems are
analysed and modelled very simply. In many casesstarting point for
modelling is a reliability analysis made by the ¢en Incorporating the vendor’s
analysis in PSA is not a straightforward task. ©theestions related to
distributed control systems are how to link the eldd reliability models of other
I&C systems and user interfaces (control room) lama the architecture of I&C
systems affects, e.g., the possibility of commamsedailures.

Goal

The purpose of the present report is twofold.tFire problems of digital system
reliability assessment, and the methods for soltlegn are surveyed. Second, a
method is chosen for the assessment of a casersyseely the feedwater
control system of the Olkiluoto 1/2 nuclear powkmp.

Some existing digital system reliability models

Quite many models are applicable or have beeneppl modelling NPP control
systems for reliability assessment purposes. usa gives a brief overview of
some of them.

Some methods were rejected because they are dgplmaly to the software,
leaving out the physical system to be controllacciSmodels are e.g. software
reliability models (see [Kar06]), software metriaded methods [SmiO4] and test-
based methods [Smi05].

Some other methods that are potentially applicebtke problem include Petri
nets [God96] and event-sequence diagrams [Swa99].

There are also other deterministic methods for sigweliability such as
methods based on testing and methods based oitatoii and validation by
inspection, but these won't be considered here.
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3.1 Formal methods

Hardware design and software can be proven to feetdieee by using formal
methods [Kor04]. These are mathematically-basedhoastwhere

« aformal description is produced in a specificatemmyuage,
« the desirable properties of the system are statdtkisame language, and
« aformal proof is constructed that the system fasishese properties.

Formal methods cover many methods with differeickbeound theories, e.g.
model-based and algebraic specifications, absttatd machines, CSP and CCS,
temporal logics, rewriting techniques, finite austmand model checking.

Constructing a proof is a verification of the syste reliability for the properties
included in the model. In practise such proofssaréedious for all except the
smallest systems that they are not conducted exoefite most safety-critical
systems or parts. Lightweight formal methods [Eds@ch emphasize partial
specification and focused application, may be wgleein a full formal analysis
would be infeasible.

Formal proofs can be conducted manually or usisgf@vare tool. The main
classes of software tools that automate formalysmabre model checkers and
theorem provers. In automated theorem provingstesy attempts to produce a
formal proof of the desired property/propertiesrirscratch, given a model of the
system, a set of logical axioms and a set of imiezeules.

There are several ways in which formal methods andyhe reliability
assessment process (these are adopted from [Hei05])

» demonstrate the well-formedness of reliability sppegtions. When
reliability requirements are converted to a formatation, it can be
checked that the specification is complete (noireguehaviour is
missing) and consistent (no behaviour in the spatibn is ambiguous)

« discover reliability requirement violations in tegstem. For example, it
may be analyzed under which circumstances a systemives and
pumps produces a too high or too low water level aontainer. Such
violations will be corrected before implementatafrthe system.
However, the evidence can be used an indicatdreofjtiality of the
system development, c.f. use of statistics of erfound in testing phase.

» verify critical properties. A theorem prover or adel checker may be
used to verify that a software artefact, such egjairements specification
or a design specification, satisfies a criticalgany. Then, failure modes
that depend on the absence of this critical prgpe=ah be left out of
reliability assessment.

In addition, reliability models for the system mag constructed from the formal
specifications. Here, a formal language or notadicis as a modelling tool.

Model checking [Cla99] means formulating a logiceddel of the system,
formulating a specification of the desired propestof the system, and verifying
that the system satisfies the properties by examitiirough all the ways that the
system can execute (or a subset that approximthieegutions closely enough).
The simulation is usually done using a softwareckbeprogram. The program
outputs a yes if the system (or, better said, tbdet) satisfies the specifications,
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and a counterexample if it does not. In the metset by VTT, a complete
verification of requirements is performed baseadimite state machine model of
the system [Val08]

A model checker model is same as a system relabilodel with the regard to
the presentation of the functional dependencies:tially a reliability model and
a model checker model can be developed with apmprabely same effort or
jointly, e.g., based on common system FMEA.

Another popular class of formal methods is basedrogram semantics [Rii07].
However, these have not so far achieved the pdputdrmodel checking.

3.2 Dynamic flowgraph methodology

The dynamic flowgraph methodology (DFM) is an agmtoto modeling and
analyzing the behaviour of dynamic systems foatelity/safety assessment and
verification [Gar95]. DFM models express the logiche system in terms of
causal relationships between physical variablessgatés of the control systems;
the time aspects of the system (execution of contnmmands, dynamics of the
process) are represented as a series of discagtetrsinsitions. DFM can be used
for identifying how certain postulated events maguwr in a system; the result is a
set of timed fault trees, whose prime implicantsil{irstate analogue of minimal
cut sets) can be used to identify system faultsltiag from unanticipated
combinations of software logic errors, hardwaréufes and adverse
environmental conditions.

DFM has been used to assess the reliability ofeangower plant control
systems [Ald07], but also of space rockets [Yawk] chemical batch processes
[HouO0].

DFM models are directed graphs. They consist aalsée and condition nodes;
causality and condition edges; and transfer ansitian boxes and their
associated decision tables.

* Process variable nodes represent physical variablé@states of the
control systems that are needed to capture thateddenctional
behaviour of the system. If the variable is origfjinaontinuous (e.g. flow
rate), it is discretized into a finite number adtsts.

» Causality edges connect two process variable niodeslicate the
existence of a cause-and-effect relationship betitee two variables. The
precise nature of the functional relationship tla@sfer function) is
described by a transfer box associated with the.edg

e The transfer box is always directly associated wahh causality edge. It
has one or more input edges, each coming from e, raval one output
edge, pointing to a node. It contains a decisibtetal his is a generalized
truth table, where for each combination of theestalf input variables, the
state of the output is given. The decision talls tehat the state of the
output variable is for a given combination of stabéthe inputs.
Informally put, a transfer box connects nodes thcate cause-and-effect
relationships.

» Condition nodes, like process variable nodes, sspriephysical or
software parameters. They are used to “to moraattplidentify
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component failure states, changes of process operagimes and

modes, and software switching actions” [AldO7]. i&ture, their states are
discrete and finite in number. In principle, coraitnodes would not be
needed as process variable nodes represent atsetdibehaviour, but
they are used to more explicitly identify componfailure states, changes
in process operation regimes and modes, and caystgdm commanding
actions.

« Condition edges are used to represent discretevimeinaf the system.
They link condition boxes to transfer boxes, intditgthe possibility of
using a different transfer function to map the inpariable to output
variable states. In principle, these would not beded as the state of any
state and state transfer in DFM are discrete, lmutised to emphasize
control logic.

« Transition boxes are similar to transfer boxedlinespects except that a
time lag or time transition is assumed to occunieen the time when the
input variable states are true and the time wherothput variable state
associated with those inputs is reached. The leofgttis time delay is an
attribute of the transition box. To put it in anethvay, a transfer box is a
transition box with delay of length 0.

The graphical representations of the DFM elememsiapicted in figurd.

O >
Causality edge

Variable node Transfer box

| Conditioning
edge

. Transition box
Condition node

Figure 1. The modeling elements of the dynamic flowgraphhodblogy

After construction, the DFM model can be analyzethio different modes,
deductive andinductive [Hou02]. In inductive analysis, event sequencesiaced
from causes to effects; this corresponds to sinaulaif the model. In deductive
analysis, event sequences are traced backwarddfifests to causes.

A deductive analysis starts with the identificatadfra particular system condition
of interest (a top event); usually this conditimmresponds to a failure. To find

the root causes of the top event, the model istbeahked through the network of
nodes, edges, transfer and transition boxes. Teéasthat the model is worked
backward in the cause-and-effect flow to find wétates of variables (and at what
time instances) are needed to produce the top .eVdmd result of a deductive
analysis is a set of prime implicants.

A prime implicant consists of a set of triplet§ § T); each triplet tells that
variableV is in a staté& at timeT. The circumstances described by the set of
triplets causes the top event. Prime implicantsamdar to minimal cutsets of
fault tree analysis, except that prime implicamestaned and prime implicants
deal with multivalued variables (fault trees de#&hvBoolean variables). A useful



V77T RESEARCH REPORT VTT-R-01749¢
8 (30

analogy is that deductive analysis correspondsitinmal cut set search of a fault
tree.

Once primary implicants have been found, the tagmeprobability is quantified
as in the MCS analysis of a fault tree.

In inductive analysis, all the possible consequsméa given system initial
condition or boundary condition are generated. &heial or boundary
conditions can be defined to represent desireduaddsired states. Starting from
a combination of desired states, an inductive aimlyan be used to verify system
requirements (e.g. that normal operation under aboonditions doesn’t lead to
undesired states). Starting from a combinationnafesired states, inductive
analysis can be used to verify the system’s sdfelyaviour. A useful analogy is
that inductive analysis corresponds to construciimgvent tree.

The application scope of DFM is large. The mostangnt current areas of
application include

* determination of prime implicants or minimal cuss&ir PRA purposes.
These can be used to construct timed fault trees.

* inspection of a given design for requirements caamgle
* setting up a testing plan by examining what evanght lead to failure
e computation of probabilities of top events for PRSA.
The main benefits of the approach are as follows:
* both quantitative and qualitative factors can lkemainto account
* both measurable and nonmeasurable variables ciacdrporated

e equipment, software, and their interaction with éneironment can all be
modelled within the same formalism

» temporal aspects are taken into account. The nofidrscrete time delays
is sufficient for most applications

« the formalism is very simple and easy to learn. dbrecept of an acyclic
graph is immediately graspable. There is essentally one kind of node,
that with a discrete state; and one kind of intioac that with a decision
table (and possibly with a time delay)

* modelling is simpler than in e.g. dynamic systendeis because the laws
guiding the behaviour of the system need to be knomty approximately

The main drawbacks and limitations of DFM are

* a more realistic modelling easily causes a combiratexplosion as the
number of states in the decision tables grows. Géisbe controlled
somewhat by giving more constraints in the top even

» thinking in terms of multi-valued logic might beeai to many industry
representatives. However, the logics that can lpéeimented in DFM are
simple propositional ones, and decision tablesasy to understand

» currently there exists no systematic method of tangng DFM models.
However, the methods of qualitative reasoning [Kii®ay help in this
respect, because they are concerned also withutideadive description of
systems with essentially a quantitative nature. @hgsical systems)



WT RESEARCH REPORT VTT-R-01748€

3.3.1

3.3.2

9 (30

e It would be also of interest to know how much of #ystem’s qualitative
behaviour is lost when the model is discretizestate space and in time.
From a practical point of view, knowing how manyé steps to include
in the analysis to cover all interesting fault m®dealso of interest.

e so far only one software implementation exists, ismdource code or
even computation algorithms are not availablerispéection.

The main use of DFM in PSA could be to supportdbestruction of fault trees
for dynamic systems and systems with loop depenégite.g. feedback control
systems, back-upped electric systems).

To the present authors’ knowledge, the computatiomaplexity of DFM has not
been analyzed thus far. However, it is easy tdls#tan the worst case - several
variable combinations leading to each variableedi@t many variables — the
number of possible states that lead to the netd gtaws exponentially.

3.3 Probabilistic methods

A common theme uniting the research describedignstction is dynamic system
analysis in the context of risk assessment. Seapgaioaches have been proposed
[Siu94]: extensions of the event tree/fault tre¢hndology (e.g. digraph-based
methods), explicit state-transition methods (exglieit Markov chain models),

and implicit state-transition approaches (e.g. DYXLAliscrete event simulation).

An embedded Markov model with transition probabilities from event/fault
trees

Mandelli et al. [Man06] describe a model meantthar analysis of a phased
mission space propulsion system. The objective determine time-dependent
reliability of the system over the planned missilimation. The system is
modelled with two levels of Markov chain modelsiigh-level Markov chain
(HLMC), and a set of low-level Markov chains (LLM®Gilt inside each state of
the HLMC to compute the probabilities of the sulbsyss.

The time-dependent reliability of the system is pobed with an embedded
Markov model, and transition probabilities for thhedel are computed using
known reliability data, and event trees based andhta.

This kind of model might suit well the emergencyrip of the feedwater system.
The low-level Markov chains would describe the agien of the different valves
and pumps, and the high-level Markov chain woulsicdbe the operation of the
entire system including the pipes

Methods for generating dynamic accident progression event trees

Traditionally, accident progression event treesEAPhave been static, which
means that the time dimension is not accountedrfus causes that some rather
gross simplifications have to be made. Determimatibthe sequence of events is
a critical element in generating APETSs. An alterreato static event trees is
naturally dynamic event trees, in which the orded aming of events are
determined by the progression of the accident [I8ak0

There are several methods to generating dynamicTAPE
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e DYLAM (Dynamic Logical Methodology) [C0j96] is amiulation driver
capable of generating branches at user specifieglititervals and
coordinating the simulation of each branch. Theadoftware (e.qg.
MELCOR) that simulates the plant is called as acuine, and the top
conditions of the system (e.g. “temperature abovertain value” or
“pressure below a given threshold”) are analyzethiydriver.

 DETAM (dynamic event tree analysis method) [AcoB4gimilar to
DYLAM but explicitly addresses specific operataatss and the evolution
of these states over the course of a scenario {mhgatterns), such as
potential errors in decision making by the opegastaff as influenced by
the scenario dynamics, the crew’s previous decssitire crew’s internal
state (stress and confidence), and external faayseconomics).

* ADS (accident dynamic simulator) [Kae96] explicidlgnsiders operator
states, but initiates branchings at times whersyiséem or the operator
takes an action (rather than prespecified timegpuants for possibility of
repair, and maintains the plant history along bin@sdo determine
performance shaping factors for operator actions.

* Monte Carlo/Event tree hybrid method as implemeindtie level 2 PSA
analysis tool SPSA developed by STUK [Nie96]. lcatates and
simulates probabilities dynamically within an evaee model. That is,
the branch probabilities are not necessarily fimetrandom variables.
Conditional sequence frequencies are generatenhading: the output
is probability distributions for user defined outpariables.

Other approaches include a DDET (discrete dynaneategree) (where prediction
error of process evolution due to branching onlysar specified time intervals is
quantified), DDET/MC hybrid methodology (generasdidbranchings but selects
only some for further expansion to save computdiioe), and DENDROS (only
branches when a setpoint for system interventia@nassed)

Problems of reliability assessment of digital systems

4.1 General considerations

The difficulties of including programmable autonaatin PSA-models are
connected with the decomposition of the systemgttre and with the problems
of determining quantitative reliability estimatdfie components or subfunctions
of a programmable system are not always easiltiitehor described in such a
way that they could be described easily as evdrituti tree. Also the dynamic
and multiple features of programmable functionsseguroblems.

41.1 Software vs. hardware

There are several features that distinguish soéviram hardware in terms of
reliability (see also [Kar06)), e.g.:
» software errors are design flaws rather than dtrewear-and-tear.
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» software errors manifest themselves only underiBpérare)
circumstances. The circumstances are rare becastgggthas usually
revealed frequently-occurring errors at developntiemes.

» each software application is, at least to an extemngue. Therefore
experience with similar software applications idiwfited use at best.

For these and many other reasons, reliability neodeVeloped for equipment are
not applicable when analyzing the reliability osms containing software. This
applies even more generally to digital systemsnthé emphasis in reliability
studies should be on design issues.

4.1.2 Reliability at the systems level

There are at least two levels at which the religbaf digital systems can be
considered:

» digital system level. This covers the reliabilifyommmunication, and
processing within the digital system itself.

* whole system level. This covers both the digitategn and its
environment: the system that is controlled (thetimdied plant physical
processes), the human-machine interface etc.

Different methods and models have been developagdi@applicable on these
two levels.

It is evident that when assessing the reliabilftilBP control systems, the digital
system level is not sufficient, because the behavobthe controlled system
plays a crucial role in determining the behavioluthe control system.

4.2 Special features of the nuclear sector

Safety authorities require plant specific PSAs amgncountries, and quantitative
safety goals are set either on core melt frequensgafety function reliability
level. The Finnish safety authority (STUK) requipgant specific PSAs, and
quantitative target values are set on differentlevlhere is a need to include
both safety automation systems and safety relaipttal systems in a PSA
model. In case of NPP safety automation systenabiktly assessment has been
studied in many research projects and some metiasbeen developed to
qualify and license programmable systems. [Haa903}e

In current PSAs, distributed control systems ai@yaed and modelled very
simply. In many cases, the starting point for miaglis a reliability analysis
made by the vendor. Including the vendor’s analyses PSA is not a straight-
forward task. Other questions are how to link treet to reliability models of
other I&C systems and user interfaces (control foanad how the architecture of
I&C systems affects, e.g., the possibility of conmuawuse failures.

In the case of programmable systems, the usuabikdy modelling principles are
difficult to apply. The hardware of programmablstgyns can be identified, and
fault trees can be constructed to describe theréslof the hardware. The
decomposition of software-based systems into comusns not straightforward.
It may be possible to identify parts of the softeyare. the software functions.
Examples of this are the platform/system softwaiek the application software.
However, the application software functions maydoated to several processors,
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which introduce dependencies between safety fumstim principle, this can be
described in fault-trees, but there is not mucheeepce in this type of modelling.

Digital automation systems and components are diymsystems, in which
software and hardware interact. Their reliabilitgdels would likely need to
include both the normal and failure behaviour ahidbe hardware and software,
in order to properly account for all of the intepdadencies of the systems.

A particular problem is how one can utilise theutessfrom safety analysis of the
existing system. A general requirement is thatétiability of the new equipment
should be at least as good as of the old. Howewen slight changes in the
system’s logic might lead to very different behawiérom the reliability point of
view.

Redundancy is often used in conventional systerobtain high reliability. A
basic assumption is that redundant channels f@dpendently, and the problem is
the potential existence of (rare) common causarksl Software may be a typical
source of common cause failures, if it is the séonall trains/channels.

The failures of programmable automation systemgamnaected to accidents in
several ways. They may cause initiating eventseseth so called common cause
initiators, which cause both an initiating eventl amultaneous unavailability of
redundant safety functions. The failures may be &tent, i.e. they have actually
occurred in past before initiating event. As th&ufas of hardware components,
also the failures of programmable systems may pertient on each other. The
common cause failures of programmable systems éovery difficult problem
area.

Unplanned dependencies between software artefeceamportant source of
faults in programmable systems. An example frontleerdield illuminates the
matter. The self-destruction of Ariane 5 rockel @96 was caused by execution
of a data conversion from a 64-bit floating-pointmber to a 16-bit signed integer
value. The value of the floating-point number wesager than what could be
represented by a 16-bit signed integer. The regsdtan operand error. The data
conversion instructions (in Ada code) were not @cted from causing operand
errors, although other conversions of comparabi@abkes in the same place in
the code were protected. The part of the softwdrieh caused the accident was
based on a requirement of previous rocket ArianEhé.requirements were
however different in this case. Complexity of tieftware based system and lack
of management of requirements were key factorshiaad to the accident.

Unplanned dependencies may be prevented by foltpstinct software
engineering discipline in development, and candieated by the rigorous use of
formal methods and by thorough testing. Howevas, ittis as of yet unclear how
to incorporate them or their effects in quantitatreliability or risk analysis
models.

Another issue is that the reliability of programreafystems is a property of the
system’s operational environment as well as th#éhefiystem itself. In other
words, the reliability of programmable systems aejseon the operational profile,
which as the probability distribution of input segees, varies from one
environment to another and is generally difficaltcapture, especially in the
design phase. This restricts the use of generiatipaal experience in
determination of reliability parameters.
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4.3 Case feedwater system control of a BWR

The case we will consider is the feedwater cordystem of Olkiluoto 1&2
nuclear power plant. However, the system will dmyused as an example: the
resulting model is very simplified, and no concturs on the particular plant can
be made based on the present study.

4.3.1 Description of the process and automation systems modelled

The feed water system (system 312, system 445)sterms a feedwater circuit
(figure 2). The feed water flow is induced by f@arallel-coupled feed water
pumps 445 P301-P304 and the feed water flow isalded by two control valves
312 V14 and V312 V17. A shut-off valve 312 V13, tolied by feed water flow,
steam flow and certain RPS signals (reactor scrianfijied in parallel with the
control valves. The recirculation flow is contrallby serially coupled control
valve 445 V371 and shut-off valve 445 V379. PumpsRiL-P4 are needed to
raise the water pressure to a level suitable f6P801-P304; if the pressure is too
low, the latter cannot operate.

The condensate system (system 441) has no sas&tpudin some abnormal
situations and disturbances it is needed to utiheewater volume in condenser
and to keep the normal feedwater system functioriihg duty of the condenser
circuit is thus to ensure the adequate suctiorspresof feedwater pumps by
keeping sufficient number of condensate pumps 444 an (figure 2).

TN 9

312v13

7

312v3

=S

/ 312V14 445V379 445V371
A <

Reaktori

312v17

441P1 441P2 441P3 441P4
445P301  445P302  445P303  445P304

Figure 2. The feedwater circuit of the Olkiluoto 1&2. Ontile most essential parts are

shown.

The feedwater control system (system 537) conth@speeds of the feed water
pumps and the opening of the control valves (figd)relhe feedwater control

system receives information from transducers, noosidnd the safety system of
the power station. These signals are processednasger controller consisting of
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various sub-units, in the succeeding slave comtr®lhnd in a low power
controller. The slave controllers apply controlrsity to the actuators of the
hydraulic couplings driving the feed water pumpd tmthe actuator of the

control valves.

14 (30

MMI PA9
445P301-304 441P1-P4  OT650 V379 V371 512V13 V14 vi7 V3 V4 §S2
rpm ctrl ’:lir;/ rpm ctrl ’:53) g G:::?:ll ’:jg/ ctrl ’:53) g ctrl ’::{;/ pos ctrl ’::{;/ pos ctrl I;Iuatr;/ ‘ ctrl ’:uatr:,/ ‘ ctrl ’:uatr:,/ return
i S P 4;‘: J
211K401-404 level
A i 445V371 T - « 1
TXP Man/alto | Combitrol 537 ) Steam flow 311K035
466 RCA7 1« Feedwater flow 312K3(
N 882
516
RPS |*
—- |- —Man/atto—
AUMA
Actuator v §85-
A
44 14;15\/3"17491 P4 Individual valve
control unit
542 L - 1 —
i 3 RC18
Individual
auto valve control —|—|—
uniti 542
RC18, RD1, RR9, RQ10
V13 S5
Actuator — . o
controllers
oz I
—»  Control bl —|—
logic
RC8
0.3

Fluid coupler

445P301°304

312V3

312v4

312v13

312V14

Figure 3. The feedwater control system of the Olkiluoto 1&2.
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The master controller consists of a level contraed a flow controller. The two

controllers together form a level control circuvhich maintains the water level in

the reactor pressure vessel at the required vahemaster controller is
implemented by conventional ASEA Combitrol techmyl@nd the individual

control units and actuator controls are implemeitedonventional Combimatic
and other technologies.

The feedwater flow is normally controlled by adjogtthe speed of the feedwater

pumps. Control valves 312 V14, 312 V17 and shutaffe 312 V13 in the

feedwater pipework are then fully open. At feedwéltevs below about 16 % of
full flow, the feedwater flow is controlled by arobination of differential
pressure control of the feedwater pump used anddlad level control of the
control valves.

The programmable ABB MasterPiece 260 system isid@d only for low power
use at startup and shutdown. When in operationh{fater flow below about 16
% of full flow), it controls the feedwater pumpuise to keep a constant

differential pressure between the feedwater punadjtiadé reactor pressure vessel,

and the control valves which are controlling feetbvdlow and reactor water




V7T RESEARCH REPORT VTT-R-01740¢
15 (30

level. In addition, it controls the shut-off val8&2 V13 and the recirculation
valves 445 V379 and 445 V371.

The Teleperm XP (system 466) is a normal processaautomation system
whose purpose is to control the operation of thieite plant. In this case it is
intended to perform the control task in startingpping and doing a switch over
of the feedwater and condensate pumps (figure 3).

4.3.2 Description of the transient modelled in plant PSA

We consider the startup of the feedwater systeen afteactor scram.

The main feedwater system is not designed as tysafstem, and is not usually
credited in deterministic safety analyses. Howetlex main feedwater system can
be utilized for high pressure reactor core cooilingertain types of plant
disturbances e.g. in case of initiating eventsradppower operation. After an
initiating event, where also reactor scram ocdines main feedwater system either
stops or continues operation depending on acctegression (the required
mission time is 24 hours in PSA).

A typical initiating event derived from plant PSé&the loss of offsite power. The
transient starts with loss of 400 kV line, in whizlbreak exists in onsite power
supply i.e. the 6 kV (system 642) main bus bar& disite power (642) can be
recovered depending on the cause of disturbancéharstate of 400 and 110 kV
grid.

In the event of the station tripping from the gtigg plant will change over to a
house turbine operation. The feedwater controlggant will remain in
operation and the flow will be reduced to belowed®f full flow in ~30 s, since
power control system (system 535) will reduce #sctor power by reducing the
speeds of the recirculation pumps and the paxtialns is actuated.

In the event of failure to change over to housbite operation and simultaneous
loss of supply from the normal auxiliary power gyst the pumps in the
feedwater system will stop. Reactor scram will tplkeee and the auxiliary
feedwater system (system 327) and core spray sy(stetem 323) will be
started, with power supply from the diesel-backgstesn. In this case, the
feedwater control system will be inoperative, sitieefeedwater pumps have
stopped. All slave controllers for the feedwatemps will run down the actuators
of the hydraulic couplings to the predeterminedvsediie for the condition when
the pump is shut down.

In very short breaks of onsite power supply, wheuade turbine operation fails,
but switchover to 110 kV is successful, automagstart of the main feed water
system should operate in order to avoid the lo$seaf water system. In case of
failure of switchover or some other faults in extdrgrid, that cause longer break
in 642 bus bars, the main feed water system caadtarted manually, if
necessary after the recovery of the system 64thelicase of total loss of core
cooling (i.e., failure of the auxiliary feedwatsgisgem and core spray system), the
feedwater pumps should be put into operation widiiaut 30 minutes and the
flow to the reactor should be at least 20 kg/seA$ccessful restart, the makeup
water to condenser is needed within a certain timnelow to ensure the main
feedwater operation.
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Description of the the existing reliability analysis of feedwater restart

A reliability analysis has been made for some adritmctions of feedwater and
condensate system. The aim of the subcontractoalysis was to quantify the
reliability of the Teleperm XP (TXP) system (systd66) in the control task in
starting, stopping and doing a switch over of #nedfwater and condensate
pumps. The TXP is a normal process control systéwse purpose is to control
the operation of the turbine plant.

The reliability analysis was focused to the funesipwhich are required to be
performed by the system during an accident. The iegdwater system can be
utilized for high pressure reactor core coolingathe reactor trip.

The reliability analysis is performed for the fallmg top events:

e system fails to restart the high pressure feedvyateps with associated
equipment; the success criterion is 1 out of Agai

» system fails to restart the condensate pumps sgbaated equipment;
the success criterion is 1 out of 4 trains

The results of the supplier’'s analysis is detallaticovers only the assessment of
probabilities for feedwater pump and condensategpsitartup after very short
breaks of onsite power supply. The time windowhaf transient modelled in plant
PSA is longer and the order of starting differeygtems is simplified in plant

PSA so that main feedwater comes to operation tifeesafety systems (327, 323)
have started.

If the feedwater starts or fails to start immediatdter a short break of electrical
power, the consequences may be different thareicdse of manual start after 30
minutes. Some kind of dynamic approach should eé&utfr modelling the
feedwater startup sequences. The supplier’'s asatgsiers also the feedwater and
condensate pumps, which represents only a smalbptre circuit that is

intended to operate during the transient. How wthe results of the supplier’s
analysis in plant PSA model is not a straightfovask.

Application case

This section describes a model of the feedwatdesys the dynamic flowgraph
methodology formalism (see section 3.2). Also akdamodel was considered
and some modelling was done, but it was decided dhéeast at this phase, effort
is concentrated on the DFM model. This decision jssfied by noting that
probability data for the Markov model may not baitable, and the modelling
effort of a Markov model seems to be higher that &f a DFM model.

5.1 Model scope

The model is a simplified representation of thelfeater system of the Olkiluoto
1&2 units. The purpose of the model is to aid ingyating cut sets and structure
of fault trees.

The model was constructed to analyze restart afsdort term loss of offsite
power transient, which causes a reactor scramtapdo$ the feedwater system.
Several simplifications have been made. The fullgroflow control valve,
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312V13, has been left out because it does notcjgaate in the restart. Only one
of the four pumps 445P1-4 has been incorporatéideirmodel because even one
working pump will supply sufficient water flow, artkderefore the rest only affect
the reliability and availability of the pump subtars.

A significant simplification has also been madé¢hea number of states of the
process parameter variables. Currently, no variaagemore than 3 states. This is
typical in reliability analysis, since the primgyrpose is to analyse particular
system states, and not to accurately model prabgssmics. Determining the
sufficient amount of states for each variable tase specific issue.

It should be emphasized that this model has beesticwted to demonstrate the
principles and study the applicability of the dynarffowgraph methodology (see
section 3.2). The results should not at this pha&sased in evaluating the
reliability of the feedwater system.

52 Model architecture

The model is depicted in figure 4.
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Figure4. A DFM model of the feedwater system
The variables are explained in table 1.

Variable name Description Possible states
312V14Actuator the direction to which the actuator | increase, stationary,
tries to direct the valve position decrease
312V14Flow water flow through the valve 312V14 higbrmal, low
312V17Actuator Action of the controller that congro | increase, stationary,
valve 312V17. This contains both | decrease
valve and control circuit
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Variable name Description Possible states
312V17Flow water flow through the valve 312V17 higbrmal, low
445P1ActuatorControl control signal for the pumpR4 increase, stationary,
decrease
445P1Speed The rotation speed of the pump | high, normal, low
445P1
dPV14-V17 Fault condition variable: false, true
Is the differential pressure between
the valves 312V14 and 312V17
computed incorrectly?
FlowCalculation a software program that computes|thigh, normal, low
flow to the reactor
FlowController control signal to the low power increase, stationary,
controller decrease
LevelController control signal of the water levelthe | increase, stationary,
reactor decrease
LevelMeasurement measurement of the water levblen too_low, normal,
reactor too_high
LevelMeasurementFailuredoes the level measurement work | false, true
incorrectly?
LowPowerController control signal for the situatsotme increase, stationary,
reactor is not producing electricity | decrease
P1ManualControl Is the pump 445P1 controlled false, true
manually?
PumpReactorDP A signal from TXP to start up the | works, fails
pump
TotallInFlow Total flow into the reactor high, normiaw
V14ControllerFailure Fault condition variable: yes, no
Does the controller fail to give signal
to valve 312V14?
V14Man is the valve 312V14 controlled false, true
manually?
V14Position the relative position of the valve | too_open, appropriate,
312V14 too_close
V17ControllerFailure Fault condition variable: false, true
Does the controller of the valve
312V17 give the correct signal to the
servo controlling the valve's position?
V17Man Fault condition variable: false, true
Is the valve 312V17 in manual
control?
V17Position the position of the valve 312V17 | too_open, appropriate,
relative to the situation too_close
WaterLevel Water level in the reactor too_low, nakm
too_high

Table 1. The variables of the simple DFM model. Each vdeatorresponds to a node in
figure 4.
A sample interpretation of the variable valuesiveg for WaterLevel in Table 2.
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State Interpretation

too_high the water level in the reactor is 3 9
meters (from the top of the reactor core)

normal the water level in the reactor is between
5 and 9 meters

too_low the water level is below 5 meters

Table 2. Interpretations of the possible values for the state WaterLevel

A sample decision table is given for the water léweeactor in table 3.

TotallnFlow @ T=t-1 WaterLevel @ T=t-1 WaterLevel @ T=t
high too_low normal

high normal too_high

high too_high too_high

normal too_low too_low

normal normal normal

normal too_high too_high

low too_low too_low

low normal too_low

low too_high normal

Table 3. The decision table for the variable WaterLevel.

The model contains three kinds of variables:

* physical state variables describe a physical verigsibch as amount of
flow, a measurement variable, or an electricalaigim this model, these
are 312V14Flow, 312V17Flow, 445P1Speed, 445P1AatCamntrol,

LevelMeasurement, LevelController, TotallnFlow, \Pi&ition,

V17Position and WaterLevel

* logical variables. These are variables that desdtib behaviour of a
software or networking component. In this modetsthare dPV14-V17,
FlowCalculation, FlowController, LevelControllerpivPowerController,
P1ManualControl, V14Man, and V17Man

« fault condition variables. These are indicator aiales that tell whether the
system component they are attached to is workingesty or not. In this
model, these are LevelMeasurementFailure, V14Chetkailure,
V17ControllerFailure and PumpReactorDP.

As an example top event for the system, considec#se that the water level of
the reactor is too low for three consecutive timsances. This is expressed as
WaterLevel=too low @ t=0 AND WaterLevel=too low @1 AND
WaterLevel=too low @ t=-2.

When setting the total number of analysis period3, tDYMONDA gives 2082
prime implicants for this top event. Two sampleniimplicants are listed in
Table 4 and Table 5.
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Node State Time
312V14Actuator decrease -3
312V17Actuator decrease -3
445P1speed low -3
PumpReactorDP Incorrect measurement -3
WaterLevel normal -3
PumpReactorDP Incorrect measurement -2

Table 4. Prime implicant # 3 for the top even described above

The prime implicant of Table 4 can be interpretedalows. If the control signals
for both valve 312V14 and 312V17 try to decreaseflibw through the valves,
and the pump speed is low, water level is normdlthe PumpReactorDP signal
fails for two consecutive moments, the top evernwater level being too low for
three consecutive time instances occurs.

Note that the initial conditions of the model canibserted as a part of the top
event; thus, if we need to state that initiallye #ctuator of the valve 312V14 is
stationary, we can insert the condition 312V14Atitrstationary @ t=-3 to the

top event.

Node State Time
445P1speed normal -3
V14ControllerFailure No -3
V17ControllerFailure F -3
WaterlLevel too_low -3
312V17Actuator decrease -2
PumpReactorDP Fails -2
V17ControllerFailure T -2

Table 5. Prime implicant # 2080 for the top event described above

The prime implicant of Table 5 can be interpretedadiows. If water level is too

low, and in the next time step the controller a thalve V17 fails and also pump
reactor DP fails, the top event of water level geiwo low for three consecutive

time instances occurs.

An interesting feature of DFM that was found expemtally is that the running
time of the algorithm can be cut quite dramaticalysetting initial and boundary
conditions for certain variables.

5.3 Model implementation

The model was implemented in DYMONDA, availablenfré\sca, Inc.
(http://'www.ascainc.com/). The software is currgmtl beta version, and it was
received by VTT for testing and evaluation.

DYMONDA also contains the capability of computirgettop event probability
from cause probabilities. However, as of the wgtof this report, this
functionality is not functioning correctly; there& computation of the
probabilities of the top events and evaluatiorhefinethod are not included in



V7T RESEARCH REPORT VTT-R-01740¢
21 (30

this report. As explained earlier, the computabbprobabilities of prime
implicants goes like the computation of probal@tof minimal cut sets..

6 Discussion
The main benefits of dynamic flowgraph methodol{QiM) are

« the simplicity of its formalism: the main entitiesliscrete state space,
state transition tables and delays — are immegligtalspable

« possibility to model time-dependencies and loopedeencies
e possibility to model multi-state logic and incoheatreeliability structures
e asingle system model can be used to analyse difféop events

e expressive power: in practice, most logical or jtaisentities can be
modelled to arbitrary accuracy.

The main issues concerning DFM are

« the amount of computation may become excessive when the model
size is moderate. This can be ameliorated by cameddelling of
variables, connections and the top event, butrdysires effort and
expertise.

* only one working implementation of DFM has beenlghied, and the
source code is not available.

» systematic methods for making modeling decisiomd s selecting the
number of states for a variable has not been predéus far.

The scope of applications of DFM is quite largeadidition to those outlined in
section 3.2, DFM can be used for diagnosis: detangiwhich event(s) caused
the failure of a system. DFM could also be usecbimpute rough performance
measures for a system, such as the mean delaynpleting a task, the expected
number of times that a variable visits a certaos{ly) state when a system is
performing a given task, etc. An intriguing reséaglrection would also be to
find out how to evaluate proposed software arctutecwith DFM before the
software is implemented.

DFM seems a promising way to assess the relialofitligital systems: its central
elements — state transitions based on a multivghuggositional logic and time
delays — would seem sufficient for modelling a colh$ystem to desired
accuracy. Its representation is more geared towaadielling of hardware-
software systems such as the control systems ldP&nthan e.g. the models
commonly used in model checking. However, it séithains uncertain whether
the only working DFM software known to the authd¥,MONDA, produces
valid results; thus far, the results seem quitenisong but a rigorous validation is
still a task for the future.

Though it has been found that the DFM program DY MI&Ns usable at least

for moderate-sized problems, some research isaeskgiill to be addressed.

First, how well DFM scales up to realistic-size lgsms is an open issue. It seems
that the feedwater control system can be modeliddDFM to a sufficient
accuracy. It still remains an open question whesliiciently accurate DFM
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models of the feedwater control system are comjoutaty tractable. Second,
how tedious it is to arrive at top-event probabiéstimates from the prime
implicants. Third, how to integrate the result&éiM (including probability
estimates) with event and fault tree approachesrgéiy used in the nuclear
sector.

It could be worth considering whether a programlengentation of some other
methodology (e.g. one developed for model checkiog)d be used for analyzing
a DFM model. Another avenue of research would k#etelop a program
implementation of DFM.

If a DFM program is implemented, it could contaiscavarious extensions to
DFM. For example, an interface that allowed actwaitrol programs to be
executed as part of DFM would be worth consideringractice, the outputs of
the program would be discretized to work as inpoitSFM, and the outputs of
DFM to the program would be somehow generated fiarstates of the DFM
input variables to the program. This would allow tikliability of the actual
program (rather than that of a simplified modeitpfo be analyzed.

One line of research would be to combine a simutatnodel of the system with a
DFM model. Here, the simulation model are usedtopute the values of
variables of interest, and the DFM model is usetlack the logical part of the
model based on these variable values. These hytwtkls would have the
advantage that the physical properties are modatiedrately while keeping the
logical part of the model tractable.

A fifth line of research would be trying to develagormal, or at least a
systematic, method for constructing DFM modelsDAV model could perhaps
be constructed from a flow diagram of the syst@mgid descriptions of the
discrete (e.g. software) variables, and physicaleteoof the continuous variables.
Methods of qualitative reasoning (a subfield offiaral intelligence) could be
tried; whether appropriate methods have been dpgdlm qualitative reasoning
and whether they are applicable in DFM model caresiton, remains a research
issue.

Sixth, it would be interesting to evaluate how vae#limple model fares up in
comparison to a more sophisticated (and larger)ainddhe simplest way to do
this would be to construct a simplified model o feedwater system, and then
find out how many of the prime implicants considemaportant in the larger
model would be found by analyzing the simpler modef course, here we
should consider two prime implicants similar if ghrepresent the same sequence
of events. In a more sophisticated analysis, timelrar of nodes, states in each
node, and edges would be varied systematically;would be based on some
kind of formal method of simplification.

7 Conclusions

The problem of assessing the reliability of digiahtrol systems has been
considered. A dynamic flowgraph methodology (DFM)dal has been
considered for an application case, which was dweater system for a BWR. A
DFM model can be used to generate timed fault tieesmitial model for finding
prime implicants for a limited system function Heeen constructed.

The main benefits of DFM are
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« the simplicity of its formalism: the main entitiesliscrete state space,
state transition tables and delays — are immegligtalspable

e possibility to model time-dependencies and loopedeencies
e possibility to model multi-state logic and incohatreeliability structures
e asingle system model can be used to analyse dlifféop events

The main issues concerning DFM are

» the amount of computation may become excessive when the model
size is moderate. This can be ameliorated by cameddelling of
variables, connections and the top event, butrdlgaires effort and
expertise.

* only one working implementation of DFM has beenlghied, and the
source code is not available.

The scope of applications of DFM is quite large MD§eems a promising way to
assess the reliability of digital systems. Its esgntation is more geared towards
modelling of hardware-software systems such asdhé&ol systems at an NPP
than e.g. the models commonly used in model chgckiowever, it still remains
uncertain whether the only working DFM software Wmnato the authors,
DYMONDA, produces valid results; thus far, the dlesgeem quite promising but
a rigorous validation is still a task for the fugur

Though it has been found that the DFM program DYMI&Ns usable at least

for moderate-sized problems, some research isaeskgiill to be addressed: how
well DFM scales up to realistic-size problems iogen issue, how tedious it is to
arrive at top-event probability estimates from pinene implicants, how to
integrate the results of DFM (including probabilggtimates) with event and fault
tree approaches generally used in the nuclearrsecto
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Appendix A: Decision tables of the feedwater system model

Table 6: 312V14Actuator (lag 4)

LowPowerController V14Man 312V14Actuator
increase F increase
increase T stationary
stationary F stationary
stationary T stationary
decrease F decrease
decrease T stationary
Table 7:312V14Flow

V14position 445P1speed 312V14flow
too_open high high
too_open normal high
too_open low normal
appropriate high high
appropriate normal normal
appropriate low low
too_close high normal
too_close normal low
too_close low low

Table 8: 312V17Actuator

LowPowerController V17Man 312V17Actuator
increase F increase
increase T stationary
stationary F stationary
stationary T stationary
decrease F decrease
decrease T stationary
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Table 9: 312V17flow
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V17position 445P1speed 312V17flow
too_open high high
too_open normal high
too_open low normal
appropriate high high
appropriate normal normal
appropriate low low
too_close high normal
too_close normal low
too_close low low

Table 10: 445P1 Actuator control

PumpReactorDP P1Manual Contral 445P1speed 445P1 Actuator
Works E hiah decrease
Works E normal stationary
Works E low increase
Works T hiah decrease
Works T normal stationary
Works T low increase
Fails E hiah decrease
Fails E normal decrease
Fails F low decrease
Fails T hiah decrease
Fails T normal decrease
Fails T low decrease
Table 11: 445P1speed (lag 1)

445P1 Actuator control 445P1speed

increase high

stationary normal

decrease low
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Table 12: FlowCalculation
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312V14Actuator 312V17Actuator dPV14-V17 oWw{Calculation
increase increase F ghhi
increase increase T ghhi
increase stationary F ghhi
increase stationary T rnnal
increase decrease F rmab
increase decrease T w lo
stationary increase F ghhi
stationary increase T rnnal
stationary stationary F rmal
stationary stationary T rmal
stationary decrease F w lo
stationary decrease T rnved
decrease increase F gh hi
decrease increase T rmad
decrease stationary F w lo
decrease stationary T rnred
decrease decrease F w lo
decrease decrease T w lo

Table 13: FlowController (lag 1)

LevelController

FlowCalculation

FlowContralle

increase high increase
increase normal increase
increase low increase
stationary high decrease
stationary normal stationary
stationary low increase
decrease high decrease
decrease normal decrease
decrease low decrease
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Table 14: LevelController

RESEARCH REPORT VTT-R-01748€

29 (30

LevelMeasurement

LevelController

too_low increase
normal stationary
too_high decrease

Table 15: LevelMeasurement (lag 1)

WaterLevel LevelMeasurementFailure LevelMeasent
too_low F too_low
too_low T normal

normal F normal

normal T normal
too_high F too_high
too_high T normal

Table 16: LowPower Controller

FlowController

LowPowerController

increase increase
stationary stationary
decrease decrease

Table 17: TotalInFlow

312V14flow 312V17flow TotallnFlow
high high high

high normal high

high low normal
normal high high
normal normal normal
normal low normal

low high normal

low normal normal

low low low
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Table 18: V14position
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312V14Actuator V14ControllerFailure V14poasiti
increase N appragria
increase Y too_open
stationary N appropeia
stationary Y appropgia
decrease N apprderia
decrease Y too_close
Table 19: V17position

312V17Actuator V17ControllerFailure V17pogiti
increase F apprdpria
increase T too_open
stationary F approfia
stationary T appropEia
decrease F approeria
decrease T too_close
Table 20: WaterLevel (lag 1)

TotallnFlow WaterLevel WaterLevel
high too_low normal
high normal too_high
high too_high too_high
normal too_low too_low
normal normal normal
normal too_high too_high
low too_low too_low
low normal too_low
low too_high normal




