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Abstract
A wide range of current computer applications require explicit human-computer interaction of
various types, ranging from application login to providing feedback on the applications’ outputs
(e.g., ranking recommended TV programmes), to adapt to different usage situations. As explicit
interaction can be tiresome, users tend to avoid it even if such behaviour is counterproductive
and/or insecure. Accordingly, application developers rarely build systems capable of runtime
adaptation to new contexts, because conventional classifier training requires too large datasets
of labelled training data to obtain from end users. The most common adaptation schemes define
one or more typical usage contexts, build a pool of context-specific reasoning models during the
design time and then select an appropriate model from this pool during the runtime. This ap-
proach enables instant runtime adaptation, but requires domain knowledge and suits only appli-
cations with usage contexts that can be pre-defined. Many personal applications, however, en-
counter wide varieties of difficult-to-define contexts, e.g. social rules or audio backgrounds. It is
simply impossible to predict all such contexts, to say nothing of collecting adequate databases
for building pools of reasoning models for them. Hence personal applications require new meth-
ods for adapting to changing runtime contexts. As runtime adaptation largely relies on interaction
with end users, these methods should be fairly lightweight with respect to standard ones, i.e.
they should require much less domain knowledge and explicitly acquired data.

This thesis introduces and explores lightweight solutions for building reasoning models for sit-
uations that are not pre-defined during the design time. These solutions are proposed for in-
creasing the accuracy or convenience of applications in three domains: TV programme recom-
mendations, affect recognition and personal assistance. In addition, a method for reducing ex-
plicit interaction efforts at the inference stage is proposed for increasing the security of biometric
verification systems in which typical usage contexts can be pre-defined. The proposed methods
have been validated experimentally with realistic data sets, and the results have confirmed that
they considerably reduce the dependence of context- and user-adaptive classifiers on domain
knowledge and explicit interaction efforts. Studies with personal assistive applications have also
demonstrated that users can accept the proposed lightweight adaptation even when its accuracy
is relatively low.

The diversity of test cases, which differed considerably in their requirements and data availa-
bility, made it possible to demonstrate how the suitability of different adaptation schemes de-
pends on both the application and its usage contexts. Based on this experience, this thesis iden-
tifies context and application characteristics that exercise the greatest influence and provides
guidelines for considering these factors in adaptation design.

Keywords: human-computer interaction, context adaptation, multimodal fusion
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Tiivistelmä
Monet nykyisistä tietokonesovelluksista edellyttävät erilaista eksplisiittistä interaktiota ihmisen ja
tietokoneen välillä. Tämä pitää sisällään esimerkiksi sovelluksiin kirjautumisen ja sovellusten
toimintaa koskevan palautteen antamisen (esim. suositeltujen televisio-ohjelmien asettamisen
paremmuusjärjestykseen) sovellusten mukauttamiseksi. Koska eksplisiittinen interaktio voi olla
rasittavaa, käyttäjät mielellään välttävät sitä, vaikka tämä olisikin haitallista ja/tai tietoturvaa hei-
kentävää. Sovellusten kehittäjät rakentavat sen vuoksi harvoin järjestelmiä, jotka pystyvät mu-
kautumaan uusiin konteksteihin käytönaikaisesti, koska perinteinen luokittajan ohjattu opettami-
nen edellyttää liian suurien annotoitujen tietojoukkojen hankkimista loppukäyttäjiltä. Tavallisim-
missa mukautumismalleissa määritetään yksi tai useampi tyypillinen käyttökonteksti ja rakenne-
taan suunnitteluaikana kontekstikohtaisten päättelymallien varanto, josta valitaan sopiva malli
käytön aikana. Tämä lähestymistapa mahdollistaa välittömän käytönaikaisen mukautumisen,
mutta edellyttää tietämystä toimialueista ja soveltuu ainoastaan sovelluksille, joissa käyttökon-
tekstit on mahdollista määrittää etukäteen. Useita henkilökohtaisia sovelluksia käytettäessä
vastaan tulee kuitenkin monia erilaisia, vaikeasti määritettäviä konteksteja, kuten sosiaalisia
sääntöjä tai äänitaustoja. Kaikkia tällaisia konteksteja ei yksinkertaisesti ole mahdollista ennus-
taa, puhumattakaan niiden vaatimien päättelymallien varantoon riittävien tietokantojen keräämi-
sestä. Tästä syystä henkilökohtaisia sovelluksia varten tarvitaan uusia menetelmiä, jotka mah-
dollistavat mukautumisen käytön aikana muuttuviin konteksteihin. Koska käytönaikainen mukau-
tuminen pohjautuu pääasiallisesti sovellusten ja loppukäyttäjien interaktioon, näiden menetelmi-
en on oltava melko kevyitä standardinmukaisiin menetelmiin nähden. Toisin sanoen niiden on
edellytettävä vähemmän tietämystä toimialueista ja vähemmän eksplisiittisesti kerättyjä tietoja.

Tässä tutkielmassa esitellään ja tutkitaan kevyitä ratkaisuja päättelymallien rakentamiseen
sellaisia tilanteita varten, joita ei ole määritetty ennalta suunnitteluaikana. Näitä ratkaisuja ehdo-
tetaan sovellusten tarkkuuden tai kätevyyden parantamiseksi kolmella toimialueella: televisio-
ohjelmia koskevat suositukset, tunteiden tunnistaminen ja henkilökohtaiset avustustoiminnot.
Lisäksi ehdotetaan menetelmää, jonka avulla voidaan vähentää eksplisiittistä interaktiota päätte-
lyvaiheessa suojauksen parantamiseksi biometrisissä todentamisjärjestelmissä, joissa tyypilliset
käyttökontekstit ovat etukäteen määritettävissä. Ehdotetut menetelmät on vahvistettu kokeelli-
sesti realististen aineistojen avulla. Saadut tulokset vahvistavat, että menetelmien avulla on
pystytty tuntuvasti vähentämään kontekstin ja käyttäjän mukaan mukautuvien luokittajien riippu-
vuutta toimialuetietämyksestä ja eksplisiittisestä interaktiosta. Henkilökohtaisia avustavia sovel-
luksia koskevissa tutkimuksissa on myös osoitettu, että käyttäjät hyväksyvät ehdotetun kevyen
mukautuksen, vaikka sen tarkkuus olisi suhteellisen heikko.

Koska testitapaukset olivat niin monimuotoisia ja poikkesivat huomattavasti toisistaan vaati-
musten ja käytettävissä olevien tietojen osalta, oli mahdollista osoittaa, miten riippuvaista erilais-
ten mukautumismallien soveltuvuus on sekä itse sovelluksesta että sen käyttökonteksteista.
Näiden kokemusten pohjalta tutkielmassa tunnistetaan kontekstien ja sovellusten ominaisuuksia,
joilla on suurin vaikutus, sekä tarjotaan suosituksia siitä, miten nämä tekijät voidaan huomioida
mukautumissuunnittelussa.

Avainsanat human-computer interaction, context adaptation, multimodal fusion
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1. Introduction

1.1 Background

There are numerous applications nowadays that run on personal devices or devices in the envi-
ronment and aim at providing support for their users in various tasks. This support often requires
employing classification methods for different purposes, e.g. for user verification or for recom-
mending the most appropriate items for the current user in the current situation. Situational
changes may affect applications in two ways: (i) the convenience of an application may depend
on the situation: e.g. the most appropriate GUI (graphical user interface) layout will depend on
the screen size, and (ii) the application accuracy may depend on the situation: e.g. the accuracy
of audio-visual analysis depends on environmental noise and lighting conditions.

Most often, adaptation to situational changes is performed by specifying typical usage situa-
tions at the design stage, building reasoning models for each of these situations and defining
mappings between contexts and corresponding models. These mappings are then used for
runtime model selection: e.g. different biometric fusion models can be selected for different pre-
defined security levels [Kumar 2013], or different activity recognition models can be selected for
different environments [Xu 2014]. While this approach may be the best option in application
domains where recognition mistakes can entail high costs, the rapid increase in mobile technol-
ogies and databases for personal and group use is making the development of such situation-
specific systems more and more problematic in many other domains, for three reasons.

First, the variety of usage situations may be so large, that it would be difficult to pre-define
them all [Evers 2014], let alone collect adequate databases for developing and validating suita-
ble reasoning methods for these situations. For example, although accounting for personal dif-
ferences and social rules is an important goal for interactive systems [Aarts 2009, Dumas 2009,
Dumas 2013, Evers 2014], affect recognition systems [Douglas-Cowie 2007, Vinciarelli 2012]
and recommender systems [Borras 2014, Masthoff 2006], personal differences and social rules
are culture-dependent and not easy to formulate. Model adaptation to new scenes is listed
among the most significant challenges for intelligent environments [Shivappa 2010, Ye 2012],
but the wide variety of activities that go on in these environments makes the concept of “scenes”
somewhat elusive. Other examples of difficult-to-define contexts are personal goals (e.g., search
intents) and variations between uncontrolled environments, e.g., mixed sounds. In such cases
application designers often prefer to build non-adaptive systems. Thus it has been noted that the
majority of human affect recognition approaches remain context-insensitive largely due to the
difficulty of collecting and annotating contextual data [Zeng 2009, Vinciarelli 2012].

Secondly, even when pre-defining typical situations is feasible, this approach requires domain
knowledge in order to define context classes and build reasoning models. Domain knowledge is
generally acquired ad-hoc from an expert and applied to solutions that can hardly adapt to new
conditions [Snidaro 2015]. For example, in multimedia analysis real-time event detection is often
based on recognising small sets of context-specific sounds [Xu 2008, Otsuka 2009] and visual
objects [Brezeale 2008, Hu 2011]: e.g. highlight detection may be based on sets of game-



13

specific sounds particular to basketball and soccer matches [Xu 2008]. Due to the inflexibility of
such systems, reducing the dependence on domain knowledge has been stated as one of the
important challenges for multimedia analysis systems [Atrey 2010, Bhatt 2011]. Similarly, affect
recognition systems may employ separate classification models for females and males [Kotti
2012, Tawari 2010] or for silent and talking users [Nguyen 2012], whereas recommender sys-
tems may employ different reasoning strategies for heterogeneous and homogeneous groups
[Shin 2009, Sotelo 2009].

Last but not least, this approach allows applications to adapt only to coarse-grained context
classes, not to peculiarities of each situation. Adaptation to specifics of each context can be
achieved at the runtime, but existing methods for adapting to situations, emerging at the runtime
stage, often rely on domain knowledge too. Usually, domain knowledge is employed in the form
of various assumptions regarding user behaviour. A TV recommender system, for example, may
employ the assumption that the preferences of family members who are older and earn money
should dominate over those of other family members [Thyagaraju 2011]. This assumption does
not hold good in all families, however, as parents may enjoy watching children’s programmes
together with their children, or one family member may dominate over the others irrespective of
income or age. Other systems may employ other assumptions: e.g. that users who are similar to
each other in one context will remain similar in others and that only the degree of similarity will
change [Berkovsky 2008], or that certain types of users’ interests will be valid in all contexts
[Blanco-Fernandez 2010], or that recent contexts are more similar to each other than distant
ones [Rafeh 2012]. Such assumptions do not always hold good, either.

Runtime adaptation would be more flexible if it were to be data-driven instead of relying on
domain knowledge. But then the adaptation would be feasible only if the data collection efforts
and the time required for them did not annoy the users. Recently, involvement of the end users
into runtime adaptation process has gained importance [Evers 2014, Krupitzer 2015], but con-
ventional fully supervised learning methods are scarcely suitable for this purpose because they
require too large datasets for each context to acquire from end user [Schwenker 2014]. The
majority of methods for adaptation to concept drift (i.e., changes in the relation between the input
data and the system output (target variable) over time) also require human supervision, but a
recent survey [Gama 2013] does not point out methods, suitable for learning from small da-
tasets.

Conventional semi-supervised learning usually employs certain modelling assumptions, which
may not hold in all contexts and may reduce the accuracy as compared with the use of labelled
data only [Schwenker 2014]. Also, the difficulty of understanding human behaviour restricts the
use of unsupervised learning because these approaches cannot adapt themselves quickly to
peculiarities. Unsupervised data analysis may recognise that midday sleeping is not a typical
behavioural pattern for the majority of adults, for example, but learning that it is a typical form of
behaviour for a certain user would require either long-term observations of this person or human
supervision. It is therefore important in the case of personal applications to develop efficient fully
or partially supervised methods of runtime adaptation that use small sets of implicitly or explicitly
acquired user data and do not expect noise-free data: user feedback may be inaccurate or erro-
neous.

1.2 Objectives

Personal applications, employing classification methods, may interact with users in two modes:
training and inference. As users may be lazy about interacting explicitly even if such behaviour is
insecure [Wright 2008], applications should not require too much explicit interaction in either
mode. When context adaptation is performed by pre-defining typical situations, all training is
performed during the system design time and thus explicit runtime interaction with the users is
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needed only for inference. When applications should adapt to contexts emerging during their run
time, interaction with the users is also needed for classifier training. In this case classifiers
should not rely on detailed domain knowledge, because it may not apply to new contexts.

Both cases require an understanding of how situational changes may influence user and sys-
tem behaviour, and of which adaptation approaches are more appropriate for different applica-
tion requirements. The pros and cons of implicit and explicit interaction depend on the applica-
tions and their usage contexts, as also does data availability. The feasibility of learning from
scratch for each new context vs. reusing (transferring) knowledge from previously encountered
contexts also depends on the application. Hence, the main objectives of the present work were
two-fold:

 To suggest new and efficient methods of runtime adaptation for multimodal classifiers,
in order to reduce the need for explicit interaction efforts and domain knowledge by
comparison with conventional solutions;

 To identify the main characteristics of personal applications, strongly influencing adap-
tation design, and to provide guidelines on choosing between possible adaptation
methods on the basis of these characteristics.

1.3 Scope

The present work is focused on the adaptation of multimodal classifiers that combine information
from various sources via class- or decision-level fusion, because adaptation of feature-level
fusion models typically requires much more computations. The classifier inputs, termed “cues” in
the discussion below, can be time descriptors, interaction modalities, movie genres, audio clas-
ses or other data features, and the types of cues are assumed to be defined at the design stage.
Whether an exact set of cues should be defined or not nevertheless depends on the reasoning
algorithm. It is also assumed that the cues are provided by the same lower-level models in all
situations, and that these will have been built at the design stage using an adequate develop-
ment dataset. “Adequacy” means here that this dataset was collected for a context that was
somewhat similar in its cue types to the contexts likely to be encountered during use of the ap-
plication.

The work also adopts a common assumption of a “closed world” for classifier systems [Gama
2012], i.e. that the set of classes to be detected will remain the same and only the classification
models will change (e.g. the same “interesting” vs. “uninteresting” output classes will hold good
even when the recommender system is handling new items). Systems in “open worlds” should
be able to recognise the limits of the current model and detect the emergence of previously un-
seen concepts, but existing methods for detection of new classes are highly sensitive to a
threshold for the minimal amount of data samples required for consideration of emergence of a
new class [Garcia-Borroto 2014]. Missing data present problems, too [Garcia-Borroto 2014].
Hence attempts to simultaneously learn output classes and corresponding classification models
in new contexts, especially in ones where data availability is not guaranteed, are likely to require
too large datasets and too long computations to be the first choice in adaptation design.

Context is generally defined as “conditions or circumstances which affect some thing” [Ado-
mavicius 2011]. With respect to classification methods, the terms “situation” and “context” are
often used interchangeably, so that “situation adaptation” and “context adaptation” both mean
that some of the system inputs are treated differently from others in order to increase classifica-
tion accuracy and/or user convenience. The term “context” often refers to external or latent fac-
tors which may influence user or system behaviour, e.g. knowledge regarding products and
users’ buying histories is considered primary information in recommender systems, whereas the
information that “Christmas is coming” is considered an external factor which may influence the
users’ behaviour. More subtle distinctions between primary and contextual data are also fairly
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common: e.g. both audio processing results and dialogue acts (such as repetitions of user’s
statements) are derived from the same input data in spoken dialogue systems, but the dialogue
acts are often referred to as context because they influence the interpretation of current user
statements: the more often the user had to repeat his/her statements, the higher the probability
of dissatisfaction even if the intonation used did not significantly change [Lopez-Cozar 2011].
Factors which affect data quality are also frequently called “context”, e.g. the classification of
audio data depends on the background (i.e. extraneous) noise. The term “context” may refer to
fairly fine descriptors such as signal-to-noise ratio or video resolution, but it may also refer to
higher-level abstractions such as events or locations.

We will speak here of adaptation to high-level entities as “contexts” or “situations”, whereas
their finer descriptors will be termed “context cues” or “context descriptors” (see Figure 1). For
example, family habits are fairly high-level contexts, whereas time is a context cue. Situations
may also overlap, for example, “weekend at home” context is a refinement of “at home” context.

Different context-adaptive systems employ different models of context. The most popular way
of modelling context, called the “representational view” [Dourish 2004], is to describe it by means
of a set of cues defined at the design stage, while another, far less common approach, called the
“interactional view” [Dourish 2004], states that context cannot be described with a pre-defined
set of cues, but rather the scope of context descriptors is defined dynamically in the course of
human activities. Lightweight runtime adaptation to previously unseen contexts typically employs
a mixed view, as illustrated in Figure 1, in which either exact sets or simply classes of context
cues are defined at the design stage, whereas situations are defined dynamically on a runtime
basis. Relevance of different context cues to the current user task can be determined at runtime
too [Baltrunas 2014, Hussein 2014].

Situations can be defined dynamically by analysing primary data, but in computationally ex-
pensive ways, e.g. via unsupervised segmentation of a set containing mixed data applying to
several contexts [Yu 2009, Tang 2012], or by training several classifiers on different data chunks
and comparing their outputs [Yasumura 2007]. It is assumed here that the context change was
detected in a different way, either by dedicated sensors or via user interaction. In the latter case
the users may declare such a context change by explicitly naming a new context, or may indi-
cate it implicitly by correcting classification errors and requesting adaptation. The former case
requires employing context recognition algorithms. Development of such algorithms is beyond
the scope of this work.

Figure 1: Modelling situation dependence. Dashed lines denote optional data.
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Situational adaptation problem is related to concept drift adaptation problem. Concept drift is a
change in the relation between the input data and the system output (target variable) over time; it
can be categorised as real (changes in the conditional distribution of the output given the input
data) and virtual (changes in distribution of the input data) [Gama 2013]. Situational changes
often affect both distributions; hence, situational adaptation often requires adapting to virtual and
real concept drifts simultaneously. Concept drift can be also categorised as abrupt, gradual,
incremental or reoccurring, and knowledge regarding the type of drift helps to manage reasoning
models, e.g., to decide whether to discard or store old ones [Gama 2013]. Similarly, situations
may change incrementally or gradually and/or overlap, or may change abruptly and be non-
overlapping. Naturally, situations may also re-occur. In this work we focus on development of
methods, suitable for adapting to various types of situational changes, and suggest that model
management should depend on the adaptation method and context recognition method.

The present work focuses on adapting multimodal fusion models on the assumption that the
same lower-level models can be used in all contexts. This approach fails in contexts where low-
level models fail, but it has certain advantages, too. First, as shown by [Guz 2010], it is more
efficient to update the later stages of cascaded systems rather than the earlier ones. Secondly, it
is easier for users to provide explicit feedback on the final classification result. Moreover, this
feedback is more reliable, because users do not see the outputs of the lower-level models as
frequently as they do the final classification results, and they may be confused by a need to
review the lower-level results. Third, there is no need to propagate the user feedback to the
lower levels as this may be unreliable if different modalities contribute to the fusion result in dif-
ferent ways depending on the context.

Runtime context adaptation of an application is referred to here as lightweight if its costs are
considerably lower than those of conventional training of the same application and are therefore
acceptable to the end user. The costs include data collection, annotation, reasoning-related
computations, communication costs and opportunity costs (the latter are losses, occurring when
the system does not deliver classification results because of model updates) [Zliobaite 2015].
This notion is necessarily informal, because the concept of “user acceptance” can scarcely be
quantified, for it depends on the user’s personality, the perceived benefits of using the applica-
tion, the convenience of the user-application interaction, and many other non-quantitative psy-
chological factors. Reduction in costs of data collection and computations depends on the appli-
cation too: some works, reviewed in Publication VI, reported that users had to spend only a few
minutes for data labelling, while conventional approach would have required an hour or more. In
some other cases computational time was reduced from few hours to a few minutes.

In a typical conventional learning or adaptation scenario all the reasoning models required by
the application, e.g. single modality classifiers and multimodal fusion models, are built or modi-
fied, respectively, by intricate supervised or semi-supervised learning techniques. The latter
reduce the need for explicit interaction efforts at the cost of employing substantial computational
resources and domain-specific modelling assumptions. Lightweight adaptation reduces the ex-
plicit interaction efforts in various ways, most of which need less computational resources and
modelling assumptions, but call for specific kinds of classifiers. In particular, lightweight adapta-
tion may be based on unobtrusive data acquisition, and/or employ cascaded classifiers, and/or
split the development of a customised application into two successive stages. In a cascaded
architecture the lower levels are fully trained at the design stage using context-independent data
and only the topmost reasoning models are learned or modified during the runtime to adapt to a
context. In a two-stage development scenario the models are trained first for one or more typical
contexts at the design stage on the basis of a large annotated database and then adapted to a
new context during the runtime.

To the best of our knowledge, research into adaptation has not yet provided any guidance on
choosing justified trade-offs between adaptation costs and the accuracy achieved. The pro-
posals for adapting algorithm granularity (finer or coarser data clustering) to computational re-



17

sources and users’ needs [Gaber 2006, Haghighi 2009], for example, did not guide the choice of
adaptation parameters. Works, suggested that system evaluation should include assessment of
efforts, required for achieving system goals [Khaleghi 2013], did not provide generic guidelines
either, while works, proposed to consider model adaptation as investment decision and to as-
sess its return on investment, argued that adaptation utility depends on a particular source of
data, i.e., on application [Zliobaite 2015]. Furthermore, the perception of how difficult data label-
ling is depends on the person concerned [Settles 2009], and user satisfaction with the accuracy
of a particular classification output is also dependent on personal and other factors, including
screen size: it has been shown that the predicting of UI (user interface) preferences with as low
an accuracy as 50% was already beneficial for users of small devices, whereas users with larger
screens needed higher accuracy [Findlater 2008].

To account successfully for a rich variety of personal preferences, it is suggested here that
one should choose the adaptation granularity in a practically effective way, by employing light-
weight methods whenever they are feasible and performing a finer adaptation either at the user’s
request, or during the application’s idle times.

1.4 Author’s contributions

This work focuses on lightweight situational adaptation of multimodal classifiers under different
application requirements and on methods for rendering these classifiers user- and context-
specific without any significant explicit interaction efforts or use of domain knowledge, especially
assumptions regarding influence of context on user and/ or system behaviour. The main contri-
butions of the author were as follows:

1. Design of multimodal fusion modules and adaptation solutions (Publications I–V);
2. The development of novel methods for using implicit interaction data and unlabelled data for

reducing explicit interaction efforts and building situation-adaptive classifiers in various ap-
plications, in particular:

a. Methods for cascaded inference by using implicit interaction data as long as its ac-
curacy satisfies the application requirements, and requesting explicit interaction ef-
forts to complement implicit data otherwise (Publication I);

b. Methods for employing classifier ensembles, in which base classifiers use context
descriptors as input cues, and diversity criteria for choosing base classifiers in con-
text-adaptive ensembles (Publication II);

c. Methods for fast statistical learning on small databases of noisy user-labelled data
which can be used either for employing unlabelled target context data in cascaded
training, or for transferring knowledge from previously encountered contexts (Publi-
cation III);

d. Methods for building classifier ensembles, in which different members model dif-
ferent approaches to the transfer of knowledge from previous situations to a new
one and data for different contexts are used for learning which transfer model is
best suited for each context transition (Publication IV);

3. Design of a software framework for context adaptation (Publication V) and demonstration of
the applicability of the suggested lightweight adaptation methods to various practical prob-
lems by presenting experimental results obtained in four application domains differing signif-
icantly in their requirements, data availability and degree of similarity between contexts
(Publications I–IV);

4. Analysis of the influence of various context types on classification methods in several appli-
cation domains, identifying important application characteristics and presenting recommen-
dations on how these factors can be considered in lightweight situational adaptation (Publi-
cation VI).
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The four application domains chosen here cover a fairly large proportion of all human activities:
biometric verification is used for accessing various kinds of personal and work-related data, for
moving inside office buildings and during travelling; TV recommender systems help people to
relax; adaptation of the interfaces of assistive applications facilitates safety and enjoyment dur-
ing the performing of various personal tasks; and affect recognition can be used for finding the
highlights of TV programmes or in memory aids. In two of these domains, TV programme rec-
ommendations and affect recognition, the adaptation was aimed at increasing the classification
accuracy, whereas in the other two domains (biometric verification and interface adaptation) the
aim was to increase user convenience. Each test case provided unique experiences, on account
of the notable differences in application requirements, such as the permitted adaptation time,
data availability and the variability of the usage contexts (i.e. whether an application will be used
in just a few contexts or in many, and whether these contexts are easy to define). Only implicit
interaction data were used in the TV recommender test case, whereas explicit interaction data
and unlabelled data were used in the emotion recognition case and a mixture of implicit and
explicit interaction data in the other two test cases.

The requirements in terms of adaptation time and the ability to handle context variations in the
four test cases (biometrics, recommender systems, emotion recognition and interaction adapta-
tion) are illustrated in Figure 2, and the differences between these cases from the viewpoint of
the approaches to adaptation and data usage adopted here are shown in Figure 3.

Figure 2: Requirements in terms of adaptation time and the ability to handle context variations in
the four test cases: B – biometrics; R – recommender systems; E – emotion recognition; UI –
interaction adaptation.

In the biometric verification case adaptation was performed by pre-defining a set of situations
and training all the classification models at the design stage, on account of the security require-
ments, while in the other test cases methods for the runtime learning of reasoning models for
new situations were proposed. A method of instant adaptation to both easy-to-define and elusive
contexts was suggested in the UI adaptation test case, a method of quick adaptation to any new
context (taking just a few minutes) was suggested in the emotion recognition test case, and
methods for long-term learning were studied in TV recommender case. In all the cases the most
important design choices were associated with the adaptation approach and the use of data
applying to multiple contexts. Thus only target context information was used in the recommender
systems test case because this was available in sufficient quantities and because users pre-
ferred this way. In the other cases methods were developed for reusing data from other contexts
for adaptation purposes, as only very small quantities of target context data were available. The
choice of single classifiers vs. classifier ensembles depended on data availability and the permit-
ted adaptation times. These choices will be described in more detail in Sections 2 and 3.
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Figure 3: Choices of adaptation type and data usage in the four test cases: B – biometrics; R –
recommender systems; E – emotion recognition; UI – interaction adaptation.
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2. Review of the literature

The requirements for lightweight adaptation differ significantly between application domains.
Adaptation in biometrics has to satisfy security requirements, whereas adaptation mistakes in
other domains are not likely to cause serious problems for the users. Accordingly, adaptation to
limited numbers of pre-defined situations predominates in biometrics, while methods for adapting
to large varieties of contexts have to be considered in other domains. Most often the classifiers
are adapted to historical, social, task-specific, environmental and computational contexts.

· Historical factors embrace anything in the past that may affect the current state, e.g. user or
system actions (recently viewed movies or verification attempts), changes in the user’s
mood or appearance over time, etc.

· Social factors include rules and customs affecting human interaction, e.g. gender/age-
dependent behaviour; what is considered polite in different situations, etc.

· Task-related factors represent the objectives of specific users, e.g. the purpose of an infor-
mation search, time available, etc.

· Environmental factors are anything in the surroundings that may affect sensor readings, e.g.
background noise, light etc.

· Computational factors specify system settings, e.g. availability or quality of a certain data
type (such as image resolution), computational power, algorithm capabilities, etc.

Lightweight adaptation is an emerging area of research, and not many approaches have been
proposed to date. Accordingly, although this work is mainly concerned with the influence of con-
text on user behaviour and preferences, relevant methods for adapting to differences in users’
personalities will also be reviewed here. Affect recognition systems, for example, need to con-
sider the fact that people usually express emotions less freely in formal settings than in informal
ones. Reserved people, however, will always express their emotions more subtly than more
open ones. In this case adaptation to personal differences does not differ conceptually from
adaptation to “formal vs. informal settings” in the sphere of context.

Nevertheless, certain popular approaches to the reduction of user effort are not reviewed
here, e.g. general-purpose unsupervised and semi-supervised learning methods, because they
are either based on inflexible modelling assumptions or the computations involved are too inten-
sive. Semi-supervised learning is often based on the assumption that points located close to
each other in a feature space belong to the same class [Schwenker 2014, Zhou 2010]. It is well
known, however, that points that are close to each other in one context may appear to be quite
distant in another context. Consequently, the modification of a similarity measure is a quite
common method for adapting to users and contexts [Luan 2011, Anand 2010]. Unsupervised
data analysis favours statistically significant patterns and may thus fail to learn atypical context-
dependent forms of behaviour. Active learning methods are not reviewed here, either, as these
methods choose the data samples that are most informative for machine learning algorithms, but
these are not necessarily easy for humans to annotate. Moreover, the perception of labelling
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difficulty depends on the individual [Settles 2009], so that it is easier for users to choose for
themselves which samples to annotate.

2.1 Major design decisions

Adaptation can be seen as a generic machine learning problem: how to build a system so that it
will perform well enough on the data it encounters during its run time. The main differences be-
tween conventional and context-adaptive approaches are two-fold:

1) Conventional approaches assume that runtime data do not differ dramatically from training
data, whereas situational adaptation may require the system to take account of cases of
significant differences between contexts;

2) Conventional classifiers typically aim at high recognition accuracy, whereas lightweight
context-adaptive classifiers aim at being user-friendly even at the cost of somewhat de-
creased recognition accuracy.

Nevertheless, the major design decisions in the two types of system are fairly similar. Designing
a conventional system requires us first to choose whether to use a single classifier or an ensem-
ble of multiple classifiers. In the latter case, additional decisions must be taken on the combina-
tion, classifier, feature and data levels [Kuncheva 2004]:

1) On the combination level it must be decided how to deal with the outputs from the “base
classifiers” (members of the ensemble), and in particular how to select the members for
each case, and/or how to combine their outputs.

2) On the classifier level it is a matter of which base classifiers to choose, e.g. whether to em-
ploy the same algorithm or different ones.

3) On the feature level it must be determined whether all the base classifiers should use the
same input features or different ones, and which features should be chosen.

4) On the data level it is a question of whether the same or different data sets should be used
to train all the base classifiers, and, if necessary, how to choose the training data in order to
select the best classifiers and/or optimise their combination.

Based on the choices between single and multiple classifier systems and then on the design
choices on the combination and data levels, Publication VI classifies context-adaptive systems
as follows:

· Context as a Feature (single and multiple classifier systems using context cues as latent
factors, nodes in graphical models, or input features):

o Mixed Data Models: models trained on data for the target and other contexts –
usually single classifier systems;

o Context-Specific Models: models, trained on target context data – usually used in
multiple classifier systems;

· Model selection (a separate model is trained for each context and either discarded after
context changes or stored along with metadata describing the context to which it is applica-
ble – for later retrieval by the metadata):

o Context-Specific Classifiers and Data: a model for each context is trained on the
target context data and context-specific features and/or reasoning algorithms are
employed;

o Context-Specific Models and Data: a model for each context is trained on the tar-
get context data, but feature selection and the reasoning methods are the same for
all contexts;
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o Knowledge Transfer: feature selection and the reasoning methods are the same for
all contexts, and knowledge of other contexts (in the form of reasoning models, raw
data, etc.) is used to build models for the target context;

· Ensemble (several models are trained, and either their outputs are combined or the best
model is selected based on certain criteria):

o Context-Specific Ensemble: each base classifier and/or the selection/combination
methods are trained on the target context data;

o Mixed Data Ensemble: the base classifiers use both the initial and target context
data and their selection/combination methods are optimised on the target context
data.

The choices between the above options are the most important ones because they determine
system behaviour. A multiple classifier system, where different classifiers are optimised for dif-
ferent contexts, can switch arbitrarily and abruptly between contexts, whereas a single classifier
system using context parameters as features would react more smoothly to context changes.
Due to the possibly significant differences between contexts, it is also important to decide
whether only data for the target context should be used for adaptation to the target context or
whether data or models for other contexts should be used too. Knowledge transfer, or transfer
learning, has emerged recently as a new learning framework to address the need to reduce data
labelling efforts, but the decision whether to transfer knowledge or not is often based on distance
between the initial and target domains, estimated according to some similarity measure [Pan
2010]. Defining similarity measures usually requires domain knowledge and hence it is difficult to
design similarity measures, suitable for everybody. For example, a businessman may perceive
context “Friday evening” as notably different from context “Monday morning”, whereas a retired
person may perceive the difference as insignificant. Hence user-friendly situational adaptation
requires methods to transfer knowledge between both similar and dissimilar contexts without
explicitly estimating similarities between contexts.

The choices at the classifier and feature levels depend on the details of the problem in ques-
tion, as in conventional systems, but feature selection and algorithm selection are usually per-
formed once for all contexts because tailoring these to each context would require additional
training data.

The proposed classification comprises classifications of adaptation approaches, suggested in
[Macias-Escriva 2013, Snidaro 2015]. Macias-Escriva et al. [Macias-Escriva 2013] considered
only number of inference models and stated that adaptation in a multi-model system is a proce-
dure of switching between models, whereas adaptation in a mono-model system is a procedure
of tuning its parameters. Snidaro et al. [Snidaro 2015] considered only use of contextual data:
use of context as constraints (forbidden operations, probabilistic conditioning etc.) vs. use of
context as additional features, semantics or situation elements (e.g., context may change a
meaning of information or bring new dimensionality into a problem). The work [Macias-Escriva
2013] does not list adaptation via selection of multiple models and combining their results,
though, and the work [Snidaro 2015] is concerned with use of context features rather than high-
level situations.

2.2 Adaptation in the biometric domain

2.2.1 Research topics and open issues

The majority of the reported work on biometric verification is focused on a multi-biometric recog-
nition setup based on a fixed set of information sources [Deravi 2012]. Thus if a biometric sys-
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tem provides access control for applications with different security requirements, it will be tuned
to satisfy the highest security requirements. Hence False Reject Rates (FRRs) for accessing low
security applications would be unfeasibly high, as well as user efforts. Accordingly, increased
user convenience is said to be one of the main goals for the next generation of biometric sys-
tems [Jain 2012, Deravi 2012, Zhang 2014], this being achievable by the following means:

· Dynamic selection of biometric modalities in order to satisfy the requirements of a particular
task (typically the security level) and user preferences (e.g. dislike of a sensor for hygienic
reasons or incapability to provide the required samples due to a trauma);

· Employing unobtrusive biometric modalities in instant and/or continuous verification. The
latter is usually performed periodically, but it was also suggested to increase security level
by means of verifying the user after every action, e.g., every mouse action [Mondal 2015]

The main open issues in this domain are:

· Adaptation to task factors (the various security requirements and choices of biometric mo-
dalities);

· Adaptation to the reliabilities of biometric modalities (mainly influenced by computational
factors and user characteristics).

The reliabilities of modalities may also depend on environmental factors in uncontrolled settings,
but this issue is rarely studied, because interaction with biometric sensors usually takes place in
controlled settings. The recent rapid increase in the sale of smartphones and tablets initiated
research into continuous unobtrusive verification in uncontrolled conditions, but this is still only
an emerging research topic. Adaptation to computational factors, such as cross-device adapta-
tion, is also an emerging research area. Such adaptation can help to reduce explicit user efforts
by allowing users to enrol on a laptop and to be verified by a mobile phone (and vice versa), as
for example in [Khoury 2014]. Syed et al. [Syed 2014] suggested to employ knowledge transfer
for adapting to computational factors (e.g., touch dynamics and application usage dynamics
depend on operating system of a mobile device, while web browsing patterns may be platform-
independent), but we are not aware of any studies into this problem.

Social factors influence biometric systems mainly indirectly: e.g. a society’s attitude towards
certain biometrics may affect personal preferences. Historical factors do not play an important
role, either, because the verification and identification results typically depend only on system
inputs obtained within a very short time interval. It has been suggested recently that biometric
systems should be adapted to variations in biometric data caused by long-term system use (e.g.
changes in user appearance), but research into this problem is mainly concerned with updating
templates of individual modalities in unsupervised ways [Roli 2008, Poh 2009], as the supervi-
sion of end users may facilitate spoofing. To the best of our knowledge, incremental updates of
biometric fusion models have not yet been studied, and this problem is not listed among the
main challenges for the next generation of biometric systems [Jain 2012].

Due to security requirements, training data for biometric systems are usually acquired and
manually labelled under the supervision of service providers.

2.2.2 Model selection

One of the simplest approaches for adaptation to the reliabilities of biometric modalities is to
estimate them from training data, with the False Accept Rate (FAR) or Equal Error Rate (EER)
serving as a reliability indicator, and employ them directly in the Weighted Sum fusion method,
as in the work of [Nageshkumar 2009], for example.
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Alternatively, weights can be estimated by means of minimising error rate of multimodal fusion
with training data [Sim 2014]. Similarly, weights of a linear logistic regression fusion method can
be calculated using a development dataset [Khoury 2014]. In [Mukherjee 2014] fusion of scores
employed a polynomial instead of weighted sum. All exponents and coefficients were estimated
using differential evolution algorithm, aiming at minimising overlap between distributions of genu-
ine and imposter fusion results.

Adaptation to various security requirements is usually achieved by pre-defining a set of secu-
rity levels and training a fusion model for each level so that the system error (often FAR or EER)
does not exceed the desired value. [Kumar 2010], for example, suggested employing four score-
level fusion methods (Weighted Sum, Weighted Product, Weighted Exponential Sum and
Weighted Tan-Hyperbolic Sum) and searching for optimal weights and thresholds for these
methods with the particle swarm optimisation algorithm (PSO). Although this approach provides
for continuous degrees of security, the authors suggested employing 20 discrete security levels
instead, because a parameter search in the case of continuous degrees should be performed at
the moment of verification and this would cause the system response to be too slow. The same
four score-level fusion methods and 20 security levels were employed by [Kumar 2013], but the
parameter search was performed using the ant colony optimisation algorithm instead of the
PSO. Giot and Rosenberger [Giot 2012] proposed estimating the parameters of various fusion
methods (Weighted Sum, Weighted Product, Minimum of Scores, Maximum of Scores, etc.) via
a genetic programming algorithm with the EER serving as a fitness function.

Works on adaptation to the availability of biometric modalities follow two approaches. The first
is to train models for different combinations of modalities and to select a model for fusion on the
basis of the list of modalities it can handle [Fatukasi 2008, Vera-Rodriguez 2012]. Another ap-
proach is to treat unavailable modalities as missing data and to apply generic methods to fuse all
modalities in presence of missing data, such as imputation of the missing samples or modifica-
tion of the fusion algorithm [Aste 2015]. Suitability of generic methods, however, depends on so-
called “missingness mechanism”, i.e., whether data are missing at random or not [Aste 2015].
For example, imputation methods do not fit well the “data are missing not at random” scenario
[Aste 2015], whereas “data are missing at random” assumption is infeasible when context influ-
ences availability of modalities (e.g., if etiquette requires silence, voice data will be unavailable).
Hence several methods for handling missing data were developed specially for biometric sys-
tems. [Nandakumar 2009] proposed a new rank combination statistic for identification systems
that was based on Bayes’ decision theory. This method was found to be more beneficial for the
task of retrieving the top few matches than for finding the best match, however. [Wang J 2011]
proposed modifications to SVM (Support Vector Machines) -based verification systems that
would allow them to handle missing data. Comparison of the two approaches demonstrated that
handling missing data via model selection achieves higher accuracy than using a single fusion
method [Fatukasi 2008, Wang J 2011].

Our approach to the case study of biometric verification in Publication I therefore employed
model selection. We aimed at increasing users’ convenience by using unobtrusive modalities
and by allowing users to select modalities dynamically, whereas only a few other works have
attempted to satisfy both requirements simultaneously, and only one of these allowed users to
choose the modalities. Takahashi et al. [Takahashi 2004] employed cascaded fusion to deal with
variations in users’ choices, so that when a user provided a biometric sample, the system either
accepted this or allowed the choice of another modality. Decision-level fusion of modalities was
performed using a Sequential Probability Ratio Test. The ability of the proposed method to keep
FAR within the desired limits was proved in experiments on a database of five people, but unfor-
tunately no results indicative of overall system performance (the FRR that can be achieved with
different system configurations) were presented.

Another approach to reducing user effort and at the same time maintaining the desired securi-
ty level was suggested by Allano et al. [Allano 2010], but this did not allow the users to choose
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the biometric modalities. Instead, the order of the modalities was fixed at the design stage based
on their accuracies, obtained on the training data, so that the users had first to provide biometric
samples of the most accurate modality, then of the second best, etc. Fusion was also performed
using the Sequential Probability Ratio Test. Similarly, Erzin et al. [Erzin 2005] selected the order
of modalities based on their reliability, but estimated the reliabilities dynamically, by calculating
the difference between the best and second best likelihood ratios. This estimation method is
based on the assumption that the correct model would create a significantly higher likelihood
ratio than any other model. These approaches reduce overall user effort because they allow the
skipping of some modalities, but users’ preferences are ignored.

Adaptation to using sample quality in fusion is usually performed in one of the following ways
[Poh 2012]:

· Cluster-based: quality measures are first grouped into a number of clusters and then a
fusion model is built for each cluster;

· Feature-based: using quality measures directly as features.

Poh and Kittler [Poh 2012] presented a general Bayesian framework for using quality measures
in fusion and compared the accuracies of the cluster-based and the feature-based approaches
when used for several tasks. The model selection approach achieved higher accuracy in the
tests, especially when the number of quality measures was increased. Feature-based approach-
es will be reviewed in the section on “Using context as a feature”. The cluster-based approach
has been successfully employed by Poh et al. [Poh 2007] and Fatukasi et al. [Fatukasi 2007].
The former work used just two quality clusters for facial images: good and poor illumination,
while the latter work used three for faces (good illumination, left illumination and right illumina-
tion) and two for speech (signal-to-noise ratio (SNR) and “entropy quality”).

As the use of quality measures as input features increases the complexity of the model, more
training data are required for learning such models. Thus Fierrez-Aguilar et al. [Fierrez-Aguilar
2004] instead used score qualities for penalising SVM training errors, assigning lower penalties
to misclassifications of lower-quality samples. This approach enables the multimodal system to
focus on the modalities of the dominant qualities, improving fusion robustness, but as a result
the system is optimised for good quality data instead of being able to handle different quality
levels. Similarly, Casale et al. [Casale 2012] optimised their accelerometer-based gait recogni-
tion system to verify users only when they were walking. In this system user activity recognition
results were used instead of sample quality: gait data of all non-walking activities, such as run-
ning or climbing stairs, were ignored. This approach increased accuracy of unobtrusive verifica-
tion, but nevertheless it would not suffice to satisfy high security requirements.

These studies suggest that it is best to use non-discriminative context parameters for cluster-
ing/splitting primary data, and the present work followed this approach.

2.2.3 Ensembles

Ensembles have been proposed in biometrics only for adaptation to a historical context. The
performance of the multimodal system may deteriorate if the distributions of the scores for indi-
vidual modalities change due to changes in their templates, if these are compromised due to
security breaches. Biometric systems usually store data in encrypted form and can thus recover
by cancelling the compromised templates and replacing them with new ones created using an-
other transformation algorithm. [Canuto 2013] suggested employing a stacked ensemble of mul-
timodal fusion classifiers for preventing system degradation in such cases, the ways of combin-
ing the outputs from the ensemble members being fixed at the design stage. The feasibility of
this approach was confirmed via experiments with two modalities and three transformation algo-
rithms.
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Connolly et al. [Connolly 2013] used ensembles for adaptation to changes in faces. They em-
ployed an incrementally growing classifier pool, selecting the optimal ensembles from this pool
by means of the particle swarm optimisation algorithm, but this required over 3.500 training
samples.

2.2.4 Context as a feature

Most often sample quality is used as an additional input feature in the fusion algorithm, for ex-
ample, the quality of audio/visual scores estimated from SNR, audio signal entropy, face angle
and illumination served as input features to SVM, GMM and logistic regression classifiers [Kittler
2007]. The use of score quality in fusion does not necessarily increase accuracy, however, as
was demonstrated in the tests with SVM, MLP and Bayes classifiers and confidence estimates
derived from score distributions [Bengio 2002].

 The problem of preserving the desired security level while using unobtrusive modalities was
studied in [Sim 2007], where face and fingerprint data were acquired using a video camera and a
computer mouse with an embedded fingerprint sensor, and time interval since the last verifica-
tion served as a context. Fusion was performed by the Hidden Markov Model (HMM) with two
hidden states (“safe” and “attacked”) and biometric scores as observations. Adaptation to differ-
ent security requirements was achieved by comparing the probability of the “safe” state with a
predefined threshold, where a higher threshold enabled higher security. This method suits well
for unobtrusive verification because it can easily handle differences in the reliabilities of modali-
ties and missing data, but purely unobtrusive verification may be insufficient for high security
applications, and it is unclear whether such a system can switch quickly between security levels.

2.3 Adaptation in the multimedia analysis and retrieval domain

2.3.1 Research topics and open issues

In this domain classifiers are mainly employed for event or concept detection purposes. The
main open issue in multimedia analysis is adaptation to difficult-to-define computational contexts,
i.e. to differences between multimedia types (e.g., TV genres) and sources (e.g., databases and
TV channels), which usually incorporates the influence of environmental factors, too. This is an
important problem because the accuracies of algorithms trained on one multimedia type or
source and tested on another are usually 1.5–2 times lower than within-type and within-source
accuracies [Yang 2009, Yao 2012]. One of the reasons for such behaviour is the use of domain
knowledge, e.g. for selecting the audio/visual cues specific to each genre. Reducing the de-
pendence on domain knowledge is therefore one of the serious challenges for multimedia analy-
sis [Atrey 2010, Bhatt 2011].

On the other hand, systems aiming at overcoming dependence on domain knowledge by em-
ploying generic features usually recognise only fairly high-level concepts. For example, Shyu et
al. [Shyu 2008 employed only generic features (e.g. dominant colour ratio, background variance,
audio volume and spectrum etc.) in a decision tree classifier for concept detection in two rather
different datasets: sports videos and news broadcasts on two TV channels. The classifier was
trained to recognise five concepts, whereas the use of context-specific features typically allows
the detection of tens or hundreds of concepts.

Social factors do not influence multimedia analysis significantly because fine-grained human
behaviour understanding is rarely needed. Environmental, computational and task-related fac-
tors may require handling missing data and synchronising data from different modalities, but
these issues can typically be dealt with fairly straightforwardly, by accumulating data within a
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pre-defined time window [Atrey 2010, Bhatt 2011]. Historical factors are important only for de-
tecting long-lasting events.

The main open issue in multimedia retrieval is adaptation to difficult-to-define task contexts,
notably user queries. This is an important problem on account of significant differences between
users and their goals (i.e. social and task-related factors). Another open issue is the need to
learn from very limited user feedback (just a few labelled samples) [Thomee 2012] and to do it
quickly. Hence multimedia retrieval systems are often built up hierarchically, so that the lower
layers perform context and user-independent multimedia analysis and upper layers are iterative-
ly adapted by re-ranking the results from the lower ones [Thomee 2012].

Another open issue is learning from imbalanced and/or noisy data. As manual annotation is
tiring, labelling of multiple categories may result in over 10% erroneous labels [Joshi 2012]. Thus
it is more common to ask users to correct system results than to provide labels from scratch. It is
also common to allow users to select for themselves which items to annotate [Kirstein 2012], but
this often results in imbalanced data. The quality of implicitly obtained labels depends on the
interface design, but they are in any case not perfect. For example, it has been suggested that
retrieval results should be displayed as small image thumbnails and enlarged when the user
clicks on them [Cheng 2009], but this approach does not provide feedback on images that are
easy to understand without clicking. Clicked results are not always relevant to the user’s search
either [Ghorab 2013]. This problem is usually dealt with by employing generic noise-tolerant
classifiers, e.g. SVM [Thomee 2012, Zhang 2009].

2.3.2 Model selection

One way to reduce dependence on domain knowledge is automatic detection of data cues that
are characteristic of each case. The content-adaptive framework developed by Radhakrishnan et
al. [Radhakrishnan 2006] for audio analysis in domains such as sports and surveillance videos,
where interesting events do not occur frequently, detected such characteristic sounds as outliers
with respect to the usual events. Lu [Lu 2009] detected characteristic sounds in various video
genres by reference to the frequency of their occurrence, by analogy with the popular “term
frequency – inverse document frequency” weighting scheme used for text retrieval. Such unsu-
pervised approaches usually require less data labelling effort than supervised ones, but a human
supervisor is still needed for attributing the resulting characteristic sounds to the appropriate
semantic descriptors, e.g. for specifying which sounds show the audience’s interest.

A significant drawback in these approaches is the need for computational power at the time
when the adaptation results are to be produced. Thus real-time classification systems usually
employ pre-trained models, but in such systems both feature selection and classification models
are usually tailored to selected contexts [Bhatt 2011, Rehman 2014]. For example, based on
results of [Radhakrishnan 2006], Otsuka et al. [Otsuka 2009] developed a personal video re-
corder that detected highlights in sports videos via the recognition of a small number of sound
classes specific to sports contexts, the most important being a mixture of excited commentator’s
speech and spectators’ cheering. Xu and Chua [Xu 2006] employed different sets of visual fea-
tures and different algorithms (rules vs. SVM vs. HMM) for detecting events in soccer and Amer-
ican football. Xu et al. [Xu 2008] detected highlights in three types of sports by recognising two
or three sounds specific to each (e.g., whistling and bouncing of the ball in basketball games vs.
long whistles, double whistles and multiple whistles in soccer) in addition to four more generic
sounds occurring in all the types (excited and plain commentator speech, excited and plain audi-
ence sounds). Even works employing fairly generic video or audio classes often rely on domain
knowledge to a certain extent. Silence, hitting of the ball and applause were selected as audio
classes for highlight detection in racket games, for example [Zhu 2007], and the same classes
could be useful for detecting certain events in other contexts, too (e.g. in circus performances)
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provided the detection of audience excitement did not rely on estimation of the duration of the
applause, since duration is a good indicator of excitement only in contexts where the audience
can applaud for as long as it wishes, but in many other contexts, including circuses, the ap-
plause stops as soon as the artists start talking.

In our approach [Publication III] the same generic cues were used in all contexts. We did not
study whether classification accuracy would notably increase if we were using context-specific
cues instead, but some later works have demonstrated that a good initial choice of features may
help to avoid extensive feature selection for each new context. Kirstein et al. [Kirstein 2012]
compared the use of the same features vs. feature selection in the fully supervised learning
vector quantisation method that they employed for object categorisation. In their tests with fairly
challenging images containing objects of different shapes and colours rotated at various angles,
the use of the same features for different object categories did not notably reduce the accuracy
as compared with feature selection.

When the same cues are employed in all contexts a fairly simple form of adaptation can be
achieved by context-dependent weighting of the cues [Atrey 2010]. The most common way of
doing this is to pre-define sets of situations and employ a kind of “if – then – else” strategy, so
that a video modality is given a higher weight than an audio modality during the daytime, for
example, but the opposite is the case at night. Weights can be estimated based on the perfor-
mances of various modalities with training data or by reference to prior knowledge [Atrey 2010,
Shivappa 2010]. Ways of adapting to changes in the runtime reliabilities of modalities without
relying on domain knowledge and training data have also been suggested, such as estimating
the dispersion of modality outputs, e.g. by comparing several of the topmost scores or by esti-
mating stream entropy [Shivappa 2010].

A fairly common approach for adapting multimedia retrieval systems is to modify the feature
weights in a similarity measure (“feature relevance estimation” approaches) or in a query vector
(“query vector modification” techniques) [Thomee 2012]. The easiest way of combining inputs is
a weighted sum, but other schemes have also been suggested, e.g. products and square roots
[Calumby 2012]. Weights can be adapted using heuristics or genetic algorithms: the latter do not
require domain knowledge but do require training data. We have tested context-dependent
weighting in the biometric and UI domains [Publications S1, S2, S5] and have found it inferior to
more sophisticated methods.

A good alternative to re-weighting is to tune a classifier to handle small dataset sizes by se-
lecting appropriate classifier parameters, data features or training samples and training it on the
target context data only. These approaches often employ SVM due to its good generalisation
capabilities [Ferecatu 2008, Luan 2011]. Probabilistic approaches such as Bayesian inference
have also been tested in multimedia retrieval systems, but evidently require more feedback data
than re-weighting-based approaches [Yin 2005].

Methods for avoiding the complete re-training of classifiers have been studied in research ar-
eas “transfer learning” and “domain adaptation”. In such cases the model for the target context is
built using also knowledge regarding the initial context (although the terms “domain” and “task”
are typically used in these areas rather than “context”). Related research areas are multi-task
leaning and meta-learning: the former aims at the simultaneous learning of several classification
problems, usually on the assumption that some model parameters can be shared between tasks
[Evgeniou 2004], and the latter aims at exploiting knowledge regarding the performance of vari-
ous classification algorithms with a variety of datasets for predicting which algorithm and/or
which set of algorithm parameters will be most likely to learn new data successfully [Lemke
2015]. Unfortunately, the majority of existing works on meta-learning assume that the selected
algorithm is then trained on the new data from scratch [Lemke 2015]. Furthermore, meta-
features are often data characteristics that cannot be reliably computed from small datasets, e.g.
correlations between input features [Lemke 2015].
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Domain adaptation and transfer learning may take place on the data level, fea-
ture/representation level, parameter level, relational level or model level (also called the “function
level”) [Yang 2009, Pan 2010]. The majority of the proposed methods are fairly computationally
expensive [Morvant 2012, Patel 2015, Pan 2010], especially the ones on the data level.

Domain adaptation on the data level aims at finding a projection of the source data onto the
target data so that their distributions will become closer. This approach does not require re-
training the classification model [Morvant 2012]. Transfer learning on the data level aims at find-
ing a way of using some of the labelled data from the source domain for training a model for the
target domain [Pan 2010]. Often higher penalties are assigned to classification errors in the
target data than to errors in the source data. This approach aims at increasing the amount of
training data in the target domain, but it does not eliminate the need to fully re-train the classifier.
In addition, this approach requires the storing of raw data for all contexts and may fail in cases
where the current context differs significantly from others.

Transfer learning on the parameter, relational and model levels can be more lightweight. On
the parameter level it can be based on a domain-dependent choice of model parameters to be
shared across several tasks. It is fairly common, for example, to assume that the priors of
Gaussian Process models are shared, but not other parameters [Pan 2010]. This approach re-
duces the need for training data, because fewer parameters have to be estimated for each con-
text [Yang 2009, Pan 2010]. Parameters can be also optimised by means of an evolutionary
algorithm, as in the work [Pauplin 2010], for example, where users evaluated the quality of seg-
mentation, i.e. indicated whether the images were segmented into too many or too few regions,
and the segmentation parameters were modified accordingly. Similarly, only selected model
parameters were optimised in our model-level knowledge transfer method for Hidden Markov
Models (HMM) used in an affect recognition application [Publication III].

The main idea of relational-level knowledge transfer is to learn analogies between entities and
their co-occurrences. Learning analogies between entities has been proposed for relational do-
mains such as ontological knowledge representations, social networks etc. The knowledge that a
professor is the superior of a student, for example, or a movie director is the superior of an actor,
can help to build mappings between other entities in the learning and filming domains, respec-
tively [Pan 2010].

Learning relations between output classes in different contexts has been employed for in-
creasing the accuracy of concept detection in multimedia analysis. Concept detection is a multi-
class classification problem in which the classes are not exclusive, and adaptation can be per-
formed by learning which classes co-occur with each other most frequently. The various ap-
proaches to learning such relations fall into two major groups [Qi 2008]. In the first, hierarchical
modelling is used to train binary classifiers for each concept separately and then an additional
classifier, SVM or logistic regression, for example, is employed to fuse their results. Alternatively,
instead of a classifier, semantic graphs of relations between concepts can be built up on top of
concept detection models [Jiang 2012], or association rules can be employed [Bharadwaj 2014].
In the second approach a model of the relations between concepts is constructed directly from
low-level features, often also in the form of a graph [Weng 2008, Weng 2012] or a random field
[Qi 2008]. Comparison of the two approaches [Qi 2008 and Jiang 2012] shows that they can
achieve similar levels of accuracy, but the hierarchical approach is significantly faster. The work
[Qi 2008] showed the proposed non-hierarchical method to be 25 times slower than the hierar-
chical approach, while in the work of Jiang et al. [Jiang 2012] adaptation using the proposed
hierarchical approach required tens or hundreds of seconds (depending on the size of the da-
taset), whereas the training of non-hierarchical models would require tens or hundreds of hours.
We employed hierarchical architectures in all our test cases.

Transfer learning on the model level is performed by modifying the parameters of a model for
an old context using labelled data for the target context. Yang et al. [Yang 2007, Yang 2009,
Yang 2012] employed SVM for concept detection in videos and proposed to represent a target
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classifier as the sum of a source classifier ௦݂(ݔ) and a delta function defining a boundary ,(ݔ)݂∆
shift:
(ݔ)݂ = ௦݂(ݔ)+∆݂(ݔ).

This delta function is learned from the training data via minimisation of the regularised empirical
risk, so that both the classification error and the distance between the target and source classifi-
ers are minimised. Yang et al. [Yang 2007, Yang 2009] studied two important issues that are
rarely addressed in other works because of the effort required. First, they compared the accura-
cies of three approaches to the building of context-specific SVM models with the accuracy of an
ensemble of SVM models trained separately on data for different contexts and combined using
the sum of weights denoting the importance of the new context). The comparison involved the
following context-specific models:

· model-level knowledge transfer;
· training on the merged data for the old and new contexts;
· training on the data for the target context only.

In the tests on data for 13 TV channels the average accuracy of model-level knowledge transfer
was very close to that of the models trained on the merged data for different contexts, but the
training times were 13–15 times shorter. Training on the data for the target context only resulted
in lower accuracy due to the small number of positive training samples (ranging from one to ten).
The accuracy of the ensemble was fairly close to that of the lightweight adaptation, but sensitive
to weight choice. Yang [Yang 2009] additionally evaluated a semi-supervised SVM model trained
on labelled and unlabelled target context data, but without using knowledge regarding the initial
contexts. This semi-supervised SVM appeared to be significantly less accurate than the model-
level knowledge transfer. Secondly, Yang et al. [Yang 2007, Yang 2009] studied a problem of
selecting from among the existing context-specific models the ones that were most suitable for
adaptation to the target context, but none of the approaches significantly outperformed the oth-
ers in the tests.

The problem of selecting the most suitable initial model(s) can be eliminated by adapting a so-
called general model instead, i.e. a model trained on data for all the initial contexts, but this ap-
proach requires the storing of raw data. Several studies have confirmed the feasibility of adapt-
ing general models for HMM using Gaussian mixture models. Adaptation of the maximum a
posteriori (MAP) classifier was applied in [Zhang 2005] to the detection of meeting activities
(such as note-taking, discussion, etc.), and event-specific models were obtained from a fairly
small amount of labelled data. Modification of mixture parameters from a general model to a
speaker-adapted one via linear regression with the minimum classification error was used suc-
cessfully in [Wu 2007], so that adaptation using only four to six minutes of speech data achieved
a significant increase in recognition accuracy for continuous speech.

As allowing only a small shift in the SVM decision boundary [Yang 2007, Yang 2009] may
hinder adaptation in cases of significant differences between the initial and target contexts, Jiang
et al. [Jiang 2008] suggested another SVM adaptation method, to train a model on a dataset
containing labelled data for the target domain and support vectors from the initial model, where
the support vectors are weighted according to their distances from the new training samples
(longer distances are penalised). This method requires additional data for choosing the weights,
since if they are too small the old knowledge will be practically ignored, whereas if they are too
high they will not allow proper adaptation. Li et al. [Li 2012] proposed one more SVM adaptation
method that involved training a model on a dataset containing labelled samples from both the
source and target domains but choosing the training samples for labelling by a combination of
two strategies: 1) taking samples from close to the decision boundary of the initial model, and 2)
taking the samples that are most unlikely to be generated by the initial domain data distribution
(modelled via the kernel density estimation approach). The former strategy is better suited to
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cases of similar initial and target domains and the latter to cases of dissimilar ones. In order to
avoid similarity estimation, the strategies were combined as follows: the more samples suggest-
ed by a certain strategy at the current iteration receive positive labels, the larger the proportion of
samples that this strategy will choose at the next iteration. In experiments on detecting 36 con-
cepts in two fairly different video collections the proposed approach outperformed those sug-
gested by Yang et al. [Yang 2007, Yang 2009] and Jiang et al. [Jiang 2008], but adaptation was
not very fast, as it required ten iterations.

Due to above-described drawbacks of semi-supervised training and active learning, our work
did not employ these methods. To provide for significant differences between contexts, in the
affect recognition test case fairly big changes of model parameters were allowed [Publication III].

2.3.3 Ensembles

A fairly typical way of building ensembles is to train the base classifiers on different datasets, as
it increases their diversity. Training different base classifiers on data of different contexts in com-
bination-based ensembles may fail in cases involving fairly dissimilar contexts, however. For
example, in a study into sensor-based activity recognition [Casale 2015] two combination-based
ensembles were compared: in the first ensemble base classifiers were trained on data of differ-
ent contexts, and in the second ensemble base classifiers were trained on the data of the target
context only. In some target contexts accuracies of both ensembles were fairly close to each
other, but in one target context the accuracy of the first ensemble was by 30% lower than the
accuracy of the second one. Hence Patricia and Caputo [Patricia 2014] proposed more sophisti-
cated approach: to use outputs of classifiers, trained on different source domains, as input fea-
tures of a target domain classifier. In the tests involving concept detection task in images this
approach outperformed single classifiers, trained on target context data only.

A more common approach is to train diversity-based ensembles on target context data only.
Zhang and Ye [Zhang 2009] proposed training different base classifiers on the target context
data using all the labelled positive examples and negative examples, randomly selected from
unlabelled data (so that the datasets contained different negative examples). This ensemble was
first used for removing wrongly labelled samples, employing a technique in which each ensem-
ble member had to classify all the positive examples and the samples classified as negative by
all the ensemble members were considered wrongly labelled. A new ensemble was then trained
on the reduced training dataset and the final result was obtained by combining the outputs of all
the ensemble members. This approach did not require long training times in the tests because
just five positive training samples were labelled for each query. Our recommender system [Pub-
lication II] employed a similar principle, in which the classifier ensemble included SVM and CBR
(case-based reasoning) classifiers, and the SVM was trained using both positive and negative
examples while the CBR used only positive examples. The diversity of the base classifiers in our
ensemble was not due only to the use of different training data, however (for more details, see
Section 3.3.4).

A combination-based ensemble may also employ context-independent base classifiers. Shih
et al. [Shih 2009], for example, employed an ensemble of generic attention models for retrieving
sports videos in which each base classifier estimated the viewer’s attention based on a certain
modality, such as camera motion, object detection, etc. The adaptation was lightweight, as the
weights of the models were adapted on the basis of feedback from each user.

Adaptation via the selection of the best ensemble members is also lightweight. Dynamic se-
lection strategies choose the most appropriate reasoning method(s) for each test sample based
on its similarity to training samples [Britto 2014]. This similarity estimation is usually based on
input features, as in the work of Mporas et al. [Mporas 2011], where adaptation to different noise
conditions was achieved by choosing between several speech enhancement algorithms. Cavalin
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et al. [Cavalin 2012], on the other hand, proposed computing output scores for all the ensemble
members with respect to the test sample and comparing these scores with the scores for the
training samples, because similarities between the input features were not preserved across
contexts. The ensemble was trained incrementally by adding new classifiers to a pool and re-
moving the least frequently used ones. Learning how to select the best subset for each sample
nevertheless required increasing the training dataset by 20–25% compared with the data needed
for training the base classifiers.

Another way of selecting the most appropriate reasoning method(s) from a pool is to evaluate
the performance of the methods with the target context data. Yin et al. [Yin 2005] employed an
ensemble of relevance feedback strategies and reinforcement learning for selecting the most
appropriate strategy for each query and image class. In addition, they compared the use of tar-
get context data only (i.e. interaction data for a current query) with the use of mixed data (i.e.
interaction data for multiple retrieval sessions performed by multiple users). The use of mixed
data in the tests led to a greatly increased precision in the initial results, those images retrieved
before using the relevance feedback. The precision after the first iteration using the relevance
feedback also increased, but less notably, whereas the improvements after the second iteration
were insignificant. Our selection of best classifiers [Publications II, IV] was organised by compar-
ing their performance when used on the target context data.

Ensembles in which the base classifiers are re-trained during the runtime can be employed for
dealing with concept drift, as this can be detected by comparing the predictions obtained with the
classifier trained on the latest data chunk, with those of classifiers trained on the old data. For
inference, either the predictions of only the latest classifier can be used, or else the outputs from
the old classifiers can be re-weighted, or all the classifiers can be re-trained on the updated
dataset [Yasumura 2007].

2.3.4 Context as a feature

In multimedia analysis the term “context” most often denotes internal image or video characteris-
tics, such as spatial relations between different image regions [Katuka 2014] or temporal rela-
tions between video segments [Papadopoulos 2011]. Contextual cues can be also taken from
various external sources, e.g. location data or social networks data. Even demographic statistics
can serve as context: in [Gallagher 2008] it was used in a graphical model for estimating a prob-
ability that a person of a certain age and gender has a certain name. The main goal in such
cases is to better exploit additional data for each situation independently.

2.4 Adaptation in the recommender systems domain

2.4.1 Research topics and acquisition of training data

The main difference between recommender systems and information retrieval systems is that
the former always take long-term personal preferences into account, whereas the latter always
focus on short-term user interests related to the user’s current task and expressed in the form of
a query. Although recent information retrieval systems employ long-term interaction histories too,
adaptation to a current query remains their main goal. On the other hand, the main goal of rec-
ommender systems is to adapt to the different personalities of users, which are assumed to be
fairly stable, whereas adaptation to current interests is still an emerging trend, in that earlier
recommender systems did not model the dependence of users’ preferences on the task (e.g.
finding a gift for a friend vs. a gift for a spouse) and nor did they consider social factors (e.g.
whether a person is watching a movie alone or with children). Therefore the use of context in
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recommender systems is generally an open issue, so that one fairly recent survey on context-
aware recommender systems states that developing a better understanding of how to use the
context in recommender systems is an important but largely unsolved problem [Adomavicius
2011]. The two main sub-problems here are:

· adaptation to social context;
· adaptation to computational and task-related factors.

In both cases adaptation to a target context can be enhanced by using preferences, acquired for
another context (the “mediation of preferences” [Berkovsky 2008]). For example, preferences of
an individual can be used for adaptation to social context; preferences for books can be used in
a movie recommender system or movie ratings, stored in one movie recommender system, can
be used in another movie recommender system.

Both types of context are difficult to define. Adaptation to social context is important because
there are many social activities in this domain, e.g. watching TV and travelling. Although some
systems handle social context by pre-defining a few coarse classes, e.g., “alone” vs. “in compa-
ny” [Adomavicius 2005, Baltrunas 2012], other works suggest that adaptation to social context is
a challenging problem that deserves special treatment [Jameson 2007, Masthoff 2006, Senot
2010, Garcia 2014]. The mediation of preferences is important because recommender systems
often employ explicit user interaction for acquiring ranks of items (e.g. movies) or item attributes
(e.g. movie genres, actors etc.). The context for which these preference values are acquired is
also often obtained explicitly or via sensors. Therefore the mediation of preferences would allow
a reduction in the explicit ranking effort and would also help to handle the “cold-start” problem
(the problem of providing recommendations for a new user or a known user in a new context).
The majority of current recommender systems provide recommendations only for users who
have already expressed their preferences in contexts that match the target context either exactly
or in some generalised form [Adomavicius 2011]. The mediation of preferences would also allow
a reduction in data collection time in systems acquiring user preferences implicitly, by observing
how users deal with recommended items. For example, fairly common indicators of implicit satis-
faction with TV programmes, movies and music are 1) selecting vs. skipping items in the rec-
ommendation lists, and 2) the percentage of the item duration viewed/ listened to by the users
[Holbling 2010, Stober 2013]. Such percentages have indeed been shown to correlate with user
satisfaction [De Moor 2011].

Adaptation to other context types is usually carried out by pre-defining their classes. For ex-
ample, adaptation to task-related and environmental contexts is often performed by pre-defining
a few classes of budget, weather, etc. [Baltrunas 2012], while adaptation to historical factors
other than concept drift is usually performed using application-dependent heuristics. A user who
has just bought an expensive computer, for example, is not likely to buy another the next day,
whereas a user who just watched a comedy may watch another comedy immediately afterwards.

2.4.2 Model selection

Recommender systems often employ collaborative filtering (CF), a reasoning method based on
the assumption that users who have behaved in a similar fashion in the past will to some extent
continue to do so in the future. CF reduces the need for separate data for each user by using
data on user communities, and thus our UI adaptation solution [Publication IV] employed CF.
CF-based context adaptation approaches can be classified as pre-filtering, post-filtering or con-
textual modelling [Adomavicius 2011]. In the latter case the context is often used as a feature.
Pre-filtering and post-filtering employ recommendation methods developed for context-
independent systems, with pre-filtering using only target context data, whereas post-filtering first
provides recommendations using data acquired in all contexts and then either filters or re-ranks
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the results using contextual information. Music recommendations, for example, can be provided
using all data and then re-ranked using the historical context, e.g. the last songs just listened to
by the user [Hariri 2012]. Panniello et al. [Panniello 2009] compared the use of exact pre-filtering
and two post-filtering approaches (filter vs. re-rank) in CF, their main conclusion being that only
the best post-filtering method can outperform pre-filtering, but finding the best post-filtering
method for each task may require expensive search protocols. Further comparison of the pre-
filtering and post-filtering techniques did not result in a clear winner with respect to different
evaluation metrics either [Panniello 2014].

Recently, research has turned towards employing CF for predicting user preferences for new-
ly encountered contexts. Preference mediation was first studied with respect to adaptation to
non-definable computational factors [Berkovsky 2008, Anand 2010], i.e. how to use ratings ac-
quired by one recommender system in another. Berkovsky et al. [Berkovsky 2008] suggested
fairly simple mediation methods such as computing similarity in ways that reflect correlations
between contexts, while Anand and Bharadwaj [Anand 2010] proposed to modify the similarity
measure with a genetic algorithm. The initial and target contexts in these works did not differ
significantly, however, as both were databases of movie ratings. Blanco-Fernandez et al. [Blan-
co-Fernandez 2010], on the other hand, studied mediation in the case of significantly different
contexts, a TV recommender and a tourist guide. In their system the fairly generic user interests
were inferred from TV viewing histories and then tourist attractions belonging to the same cate-
gories were recommended, e.g. diving was recommended for users watching TV programmes
about water sports. Thus this approach relied on the assumption that generic user interests are
context-independent, which is not always the case. One more mediation method was suggested
by Baltrunas et al. [Baltrunas 2012], the shifting of a preference vector learned from data on
users who had already ranked items in both the initial and target contexts. This model was test-
ed for tourist guides for a fairly large variety of context types, such as weather, company, budget,
travel goal, etc., and the results showed that some context types influence the ratings of all the
categories of attractions whereas the influence of some other context types depends on a certain
category. In our UI test case [Publications S5 and IV] we aimed at adaptation to both similar and
different contexts with no assumptions regarding the context similarity or context-independence
of user interests. Shifting the preference vector is compared with modifications of the similarity
measure and other approaches in Publications S5 and IV.

One common way of providing recommendations for groups is to combine the individual pro-
files of group members in various ways [Jameson 2007, Masthoff 2006, Yu 2006, Senot 2010,
Salamo 2012]. This has many drawbacks, however: it relies on domain knowledge, it ignores the
fact that a group is more than the sum of its members [Jameson 2007], and it fails in the case of
groups of people with significantly different personal preferences [Yu 2006, Salamo 2012]. Ac-
cordingly, adaptation to groups can achieve better by pre-defining certain group types, for exam-
ple by treating the degree of heterogeneity between group members as a context and selecting a
reasoning method based on this degree. Sotelo et al. [Sotelo 2009] employed two degrees only:
homogeneous and heterogeneous groups. Recommendations for the former were provided by
combining individual preferences and those for the latter by CF. Shin and Woo [Shin 2009] em-
ployed three degrees and three strategies: 1) automatic item selection, 2) item recommendation,
and 3) item category recommendation with explanations, helping groups to make their own deci-
sions.

The modelling of relations between group members has also been proposed. Chen et al.
[Chen 2008] suggested learning (with a genetic algorithm) the degrees of influence of group
members on the group ratings, using data collected during group sessions and sessions of the
subgroups. This approach requires fairly long-term use of the system in order to collect ratings
from the subgroups, and due to the difficulty of acquiring such data, Chen et al. tested the pro-
posed method on simulated data only. Thyagaraju and Kulkarni [Thyagaraju 2011] suggested
avoiding data collection by employing designer-defined rules for estimating the social dominance
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of each family member based on his/her age, role (father, mother, etc.) and income, using this to
predict preferences for each group member in the social context, and then combining these
predicted preferences for use in CF-based predictions for groups, thereby differing from the
common approach of using the preferences of group members in a “being alone” situation. Cul-
tural diversity and individual differences make it difficult to define rules that are suitable for all
families, however.

Adaptation to heterogeneous groups by means of negotiations was proposed in [Garcia
2014]: first User Agents of all group members make proposals according to personal prefer-
ences, then a Negotiator Agent combines the proposals based on pre-defined reasoning logic
and sends the result to the User Agents that may accept it or make another proposal. The pro-
cess continues until either agreement is reached or no new proposal can be made. Choices of
the User Agents depend not only on individual user preferences, but also on their degrees of
cooperativeness (i.e., whether the users mainly want to satisfy own tastes or ease an agree-
ment) and concession tactics (i.e., how many preferences of other group members, differing
from own preferences, the users accept at each iteration of negotiations). How the users would
specify these parameters and whether they would accept the system suggestions, remains to be
studied because the proposed system was not tested with real user groups.

Instead of modelling relations between group members explicitly, we have proposed learning
the preferences of individuals and groups from observations of their choices [Publications S3, II,
IV].

2.4.3 Ensembles

A combination-based ensemble employing context-independent base classifiers was used in TV
recommender system in [Holbling 2010]. Here each ensemble member was trained on a single
programme attribute (such as “genre”) and the weights of their outputs were adapted according
to user feedback. Comparison of such an ensemble with its alternative for training a single model
with respect to several attributes demonstrated that the ensemble adapted to individual tastes
more accurately. In our work different classifiers were trained on different programme attributes,
too, but their outputs were combined by voting or by means of fixed weights and then the best
combination scheme was selected, because this approach is more robust to noise in the implicit
feedback [Publication II].

Combination-based ensembles have also been employed for dealing with concept drift
(namely, changes in users’ interests over time), but in these cases the base classifiers have
frequently been re-trained on data bins of different lengths [Apeh 2013, Christou 2012]. Apeh
and Gabrys [Apeh 2013], in their work on modelling buying behaviour, did not adapt a method to
combine member outputs (they employed voting), whereas Christou et al. [Christou 2012], in
their TV programme recommender system for individuals, employed two decision-making strate-
gies on top of the base classifiers: at the beginning of each time bin the member outputs were
combined by voting and at the end decisions were made by the most accurate classifier for the
data in that time window.

Selection-based ensembles may also select a base classifier depending on data availability:
for example, tourism recommender systems may provide recommendations for new users based
on their demographic data and switch to collaborative filtering and/ or content-based recommen-
dations when longer interaction histories of this user are obtained [Borras 2014]. Selection-
based ensembles may also employ conventional dynamic classifier selection approach: to
choose the best member for each data sample based on sample features. Zliobaite et al. [Zli-
obaite 2012] employed this approach for modelling buying behaviour. The ensemble included
two members, a “moving average” and a regression tree, trained on sales data and context data



36

(holidays, season and weather). The best member was selected for each product based on its
features.

Another selection-based ensemble was proposed for a CF-based recommender system [Ad-
omavicius 2005] in which the ensemble members searched for similar users using general (con-
text-independent) user profiles and profiles created using different options for generalising the
context (e.g. ranks acquired on other weekdays were also used for predicting preferences in a
“Tuesday” context). This ensemble achieved good results because the training datasets for
some contexts were too small and the user preferences did not significantly depend on certain
context types. Instead of employing different user profiles, Baltrunas and Ricci [Baltrunas 2014]
modelled each item as a set of fictitious objects, each one being the same item, but in a different
context. An item was split into a set of fictitious items only if splitting resulted in more homoge-
neous sets of ratings than that in the initial set. Predictions were then made by a standard col-
laborative filtering approach either for the initial or the fictitious item.

2.4.4 Context as a feature

A fairly common approach to context modelling in CF-based systems is to include contextual
similarity in the distance measure. Ahn et al. [Ahn 2006] suggested weighting the distance be-
tween users’ ratings by similarities between the contexts in which these ratings were provided.
These contexts were pre-defined: users’ needs (utilitarian vs. hedonic), day of week and time of
day. Pre-defined contexts were also used in a distance measure for dealing with changes in
users’ interests over time, reflecting the order of the consumption of items and differences be-
tween consumption times [Rafeh 2012].

In other reasoning methods context cues can serve as latent variables or additional inputs.
Thus pre-defined purchase goals served as a latent factor in Bayesian networks [Palmisano
2008], and pre-defined contexts (time, place, etc.) served as inputs to SVM models in a restau-
rant recommender system [Oku 2006]. In a TV recommender system for individuals, learning
from their interaction histories [Da Silva 2012], time, user location and device contexts served as
inputs to CBR (Case-Based Reasoning), MLP (Multi-Layer Perceptron), Naïve Bayes and deci-
sion tree methods. In our TV recommender system for families, both the time and the identities
of the family members served as inputs to CBR and SVM [Publications S3 and II].

2.5 Adaptation in the affective computing domain

2.5.1 Research topics and open issues

The main open issue in affect recognition is adaptation to social context. This is an important
problem because social rules and personal differences greatly influence the expression of emo-
tions [Calvo 2010, Douglas-Cowie 2007, Zeng 2009, Vinciarelli 2012]. A person who is upset
may scream and grimace in one context, for example, whereas in another he/she may remain
silent as a matter of etiquette and his/her emotions can be recognised only from facial expres-
sions [Wagner 2011]. Schuller et al. [Schuller 2010] performed a cross-corpus evaluation of an
audio-based emotion classifier on six databases collected in different countries and containing
spontaneous, induced or acted emotions. They compared the capabilities of the system for rec-
ognising emotional categories (e.g. joy, anger, etc.) and for distinguishing between positive vs.
negative arousal and valence, and concluded that “performance is decreased dramatically when
operating cross-corpora-wise”, mainly due to differences between ways of acting or spontane-
ously displaying emotions in different contexts.

Another important research topic is adaptation to historical factors (mainly previous emotional
states). This is an important problem because emotions may last for a long time, e.g. an excited
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person may not calm down instantly. Adaptation to environmental and computational factors is
not the main focus of research in this domain because databases are usually collected in con-
trolled conditions. Task-related factors mainly influence affect recognition systems indirectly, via
the choice of emotions to recognise and their representation (categorical vs. dimensional). Find-
ing highlights in multimedia content, for example, may require recognising basic Ekmanian emo-
tional states [Joho 2011], whereas e-learning applications are mainly concerned with the recog-
nition of non-Ekmanian emotions such as the leaner’s interest or boredom [Forbes-Riley 2004,
Schuller 2010]. The choice of a categorical vs. dimensional model does not significantly depend
on the goal of the application. Thus Schuller et al. [Schuller 2010], for example, distinguished
between several levels of learner’s interest/disinterest, whereas Forbes-Riley and Litman
[Forbes-Riley 2004] employed a categorical model of learner’s emotions.

The choice of a categorical vs. a dimensional model depends mostly on the affordable label-
ling effort. In view of the difficulty in understanding human behaviour, emotional data are usually
labelled explicitly, and thus the effort required is among the main reasons why context-
dependent emotion recognition is still only an emerging research topic [Zeng 2009, Vinciarelli
2012]. As the representation of emotions in dimensional models is not intuitive, annotators may
need special training to do it [Zeng 2009]. Thus discrete intensity levels are fairly frequently as-
signed to emotional data instead of using a continuous labelling space [Gunes 2010, Zeng
2009]. In our affect recognition test case [Publication III] we focused on reducing the need for
labelled data and effort involved in data labelling and hence employed discrete levels of emo-
tional intensity.

2.5.2 Model selection

Course-grained adaptation can be performed by pre-defining typical situations and mapping
them onto context-specific reasoning methods. The works [Tawari 2010 and Kotti 2012], for
example, employed separate models for males and females, each trained on target context data.
The SVM classifier used in [Tawari 2010] was trained on a generic feature set, whereas in [Kotti
2012] feature selection was also gender-dependent. Meanwhile, Nguyen et al. [Nguyen 2012]
studied the recognition of head nods as social signals in dialogues and observed that nodding in
response to someone differs from the head movements of a talking person. Accordingly, sepa-
rate SVM models were trained for “user is talking” and “user is silent” contexts.

Finer adaptation to indefinable social situations was achieved by Caridakis et al. [Caridakis
2008] by means of model-level knowledge transfer, in which audio-visual records of subjects
communicating with four artificial computer characters were used to create a new model for each
temporal segment in which the user had a steady emotional state. Thus these models were both
context and user-specific. Adaptation of fully supervised neural networks was performed by
means of a gradient descent-based search for increments in network parameters that minimise
the weighted sum of errors in the old and new data. This procedure was fairly lightweight be-
cause only small perturbations in the parameters were allowed and the activation function of the
network neurons was linearized with a first-order Taylor series expansion. The contexts did not
differ significantly in this work, however, as all the data were recorded in the same lab and the
test subjects were not communicating with real humans but with computer characters, which do
not fall under exactly same social rules. Hence the emotional expressions of the test subjects
were not very intense [SAL]. Our work, which was aimed at adaptation to notably different con-
texts, employed a differential evolution algorithm for transferring the HMM models and permitted
fairly significant parameter changes [Publication III].
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2.5.3 Ensembles

Ensembles have been employed in this domain for dealing with the problem of missing inputs
due to personal differences in expressing emotions or to algorithm failures [Wagner 2011]. The
ensembles took the form of a classifier cascade, evaluating all the base classifiers first on train-
ing data and then appointing the most accurate classifier for each class as a “specialist” for its
class, the next most accurate as the “second best specialist”, etc. The classes were then or-
dered from the worst classified (most difficult) class to the best one. At the fusion stage a sample
was first sent to the specialist for the most difficult class. If this specialist classified the sample,
the process stopped (this approach prevented the assigning of too many samples to the domi-
nant class). Otherwise the sample was sent to next specialist, and so on until it was classified. If
the “specialist” for the corresponding class required a missing modality, the sample was sent to
the “second best specialist”, etc. The resulting ensemble was compared with several other fusion
methods (Weighted Sum, Product, Weighted Voting etc.), dealing with missing data by re-
calculating the weights to sum up to one. All strategies used in the experiments achieved similar
accuracies.

Ensembles have been employed also for adaptation to personal differences in expressing
pain. Chen et al. [Chen 2013] suggested to train (with AdaBoost algorithm) a separate pain
recognition ensemble for each person in training dataset. All members of all resulting ensembles
then constitute a pool, and adaptation to a new person is performed by optimising weights of
classifiers in this pool by AdaBoost algorithm. Optimisation aims at minimising error rate for the
target person and is very quick because new base classifiers are not trained in this stage: Ada-
Boost algorithm only selects most appropriate ensemble members from existing ones. This
lightweight adaptation was compared with two other approaches to building context-specific
models:

· training of a person-specific model from scratch using data for the target person only;
· training of a person-specific model from scratch using mixed data for the target and

all other persons.

In the tests the ensemble adaptation took 0.16 minutes per subject on average, while training of
a person-specific model from scratch using data for the target person only required 2.6 minutes.
The person-specific models were also notably less accurate then the person-specific ensembles
when number of labelled training samples per target person ranged from 10 to 50. Accuracy of a
person-specific model, trained using mixed data, was similar to that of the ensemble when
amount of labelled training data per target person ranged from 10 to 25 samples, but considera-
bly lower when training dataset per target person included 50 and more samples. Training of a
person-specific model from scratch using mixed data required notably longer time, however:
14.3 minutes per subject on average. Unfortunately it is not explained in the paper whether ways
to express pain differed significantly between the subjects and if so, whether the proposed
method correctly recognised pain of the subjects, most different from the others.

2.5.4 Context as a feature

A past emotional state will fairly often serve as a feature. Schuller et al. [Schuller 2009] and
Forbes-Riley and Litman [Forbes-Riley 2004] used past emotional data as additional input fea-
tures in SVM and AdaBoost algorithms, respectively, and such data have also been used in
Long Short-Term Memory Recurrent Neural Networks (LSTM) [Wollmer 2010, Metallinou 2012]
and in HMM [Metallinou 2012]. In our work past emotional state served as a feature in HMM and
SVM [Publication III].
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Past events can serve as features, too. López-Cózar et al. [Lopez-Cozar 2011] developed an
emotion recognition method for spoken dialogue systems in which two types of pre-defined past
events were recognised: dialogue acts such as repetition and rephrasing (needed when a sys-
tem cannot understand a user immediately) and lexical expressions (for example, when a user
says “no, I said…”, one may deduce that the user is correcting a system mistake and it does not
make him/her any happier). The outputs of these classifiers, in the form of probabilities of emo-
tional categories, were combined with probabilities estimated using acoustic and prosodic fea-
tures. This was done in two stages, each employing a non-trainable fusion method, e.g., voting
or taking the average or product of the probabilities. Similarly, dialog acts served as context in
two-stage classifier in [Griol 2014]. At the first stage Multi-Layer Perceptron employed acoustic
features to classify user state into two categories: 1) “angry” and 2) “doubtful or bored”, and at
the second stage dialog acts were employed for rule-based classification of the latter into “doubt-
ful” and “bored” states.

Environmental parameters can serve as nodes in graphical models. A dynamic Bayesian net-
work in a system for emotion recognition in drivers [Li 2005] included nodes taking pre-defined
discrete values and representing context (complex vs. simple road situation) and user character-
istics (skills, physical and mental condition). This approach allowed the interpretation of video
cues (e.g. high vs. low gaze fixation) and audio cues (answers to questions) in a context and
user-dependent manner. Data collection was avoided by specifying the network parameters by
hand.

2.6 Adaptation in the user interaction domain

2.6.1 Research topics and open issues

The main open issue in this domain is adaptation to context-dependent personal preferences. It
is still rare to adapt interfaces to both personal preferences and contexts, although it was shown
that users appreciate such a possibility at least with respect to menu customisation [Bohmer
2010] and virtual environments [Octavia 2011]. Context-independent adaptation to personal
preferences is similarly uncommon, despite the fact that when users are allowed to customise
interaction they appreciate opportunity to customise and choose not only most practical options
for them, but also the most interesting ones [Reis 2008]. As application designers are not likely
to predict which options may be most interesting for users in different contexts, interaction per-
sonalisation is considered an important future direction of research [Dumas 2009, Turk 2014].
User preferences can be acquired implicitly via tracking customisation choices, or explicitly by
asking users to rank options or perform certain tasks and evaluate their speed.

The majority of research in this area has focused on adaptation to computational factors
(such as screen size and capability of devices to provide information via a certain modality, e.g.
audio) and adaptation of mobile devices to task factors (such as finding a nearest restaurant or
answering a call vs. answering a text message) and the environment (e.g. light and weather, as
wearing gloves or a hood may hinder the use of certain modalities), while adaptation to social
factors (e.g. the fact that speech interaction is not common in public) was only suggested as an
important direction of research [Ronkainen 2010]. Recent works studied also adaptation of the
levels of obtrusiveness of interaction to user preferences [Gil 2012] and adaptation of the levels
of system autonomy to quality of contextual data, for example, acting on behalf of a user if the
system is certain about his/her context vs. displaying suggestions instead of acting if the system
is less certain [Hossain 2013]. In the majority of cases, however, adaptation follows either user-
provided or designer-generated adaptation rules. Hence a recent review [Turk 2014] suggested
that interaction adaptation requires fundamental improvements, based on machine learning
techniques.
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2.6.2 Model selection

Gajos et al. [Gajos 2010] employed constraint-based optimisation for adapting GUI to different
screen sizes, taking into account user preferences and abilities, e.g. the special needs of motor-
impaired users. For example, when a user clicks on interface elements of various sizes the sys-
tem can trace the user’s speed and generate size constraints. Elicitation of these constraints
nevertheless requires fairly long and complicated interaction histories, so that able-bodied partic-
ipants had to perform tasks for at least 25 minutes in the tests and motor-impaired participants
for 30-90 minutes [Gajos 2008]. The acquired preferences were then assumed to be valid for
different screen sizes, but this assumption was tested only for individual usage and for fairly
similar tasks (controlling light intensity, ventilation and audio-visual equipment in a classroom).

Due to the difficulty to obtain user preferences implicitly, in [Macik 2014] utilities of different
GUI options (e.g., different font sizes) were partially obtained from users and partially specified
by system designers. These data were used for cost-based interface adaptation to different
platforms.

Kong et al. [Kong 2011] optimised interfaces by maximising the sum of the scores for their el-
ements. Here a greater variety of contexts and interaction modalities were considered, as the
contexts included weather, light, noise, motion, screen size, keyboard type, etc., and the modali-
ties included eye tracking, gestures, audio, video, vibration, etc. User preferences for interacting
with a social networking application were acquired by asking the users to assign numerical pref-
erence scores manually for the various interface elements in different contexts. This is a more
tiring and error-prone approach than selecting the most appropriate elements from available
options, as was done in our solution [Publication IV]. Nevertheless, Kong et al. [Kong 2011] did
not attempt to predict preferences in new contexts.

2.6.3 Context as a feature

Certain user characteristics can be included in input feature vector instead of user identities.
Capuano et al. [Capuano 2015] suggested to use “big five” personality traits of individuals as
input features to a neural network, trained to adapt interaction style (e.g., dialog-based, browsing
etc.). This approach reduces the need in individual interaction histories, but requires additional
data to obtain personality traits. In [Capuano 2015] these traits were obtained via analysis of
posts, written by the test subjects in social networks.
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3. Lightweight adaptation studies

The present work focuses on building situation-adaptive multimodal fusion models and on overall
system design. The analysis of individual modalities lies beyond the scope of this work. As
runtime feature selection is computationally fairly expensive, it is assumed below that the types
of data and context cues are defined at the design stage and exact sets of cues can either be
defined at the design stage or read from the data during the runtime.

3.1 Application factors and adaptation choices

The adaptation experiences obtained in the four test cases described below are gathered to-
gether and integrated with information from the related literature in Publication VI. The paper first
summarises the approaches proposed for adaptation to newly emerging situations in the differ-
ent domains and discusses their applicability to various tasks. This analysis enables descriptions
to be given of the major design choices, so that the characteristics of the applications that influ-
ence the adaptation design most significantly can be identified. The paper then recommends
how those characteristics can be taken into account in adaptation design.

Contextual factors, especially high-level ones, are usually non-discriminative with respect to
the classification task in hand, i.e. they do not directly help in classifying data. Instead, situational
changes cause certain changes in the primary data, e.g. in that humans usually express feelings
more freely in conversations with persons close to them than with officials. Publication VI sug-
gests categorising changes in primary data cues as follows:

· Meaning changes: the same input cues need to be interpreted differently in different
contexts.

· Influence changes: the same input cues may differ in importance depending on the con-
text.

· Accuracy changes: the same input cues may be recognised more or less reliably in dif-
ferent contexts.

· Availability changes: the same input cues may be abundant in some situations and
missing in others.

Based on the literature review and the experiences gained from the four test cases, Publication
VI suggests that the following application features should be considered important:

· Adaptation time: almost instant, a few minutes, lifelong learning;
· Permitted degree of user control vs. application control: whether users are allowed to

re-train the system or not;
· Expectations regarding changes in input cues due to situational changes: meaning,

availability, influence, accuracy;
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· Costs of data acquisition vs. data quality: whether users and classifiers can significantly
benefit from explicit human effort or not, and whether implicit interaction can be reliably
interpreted or not;

· Variability of situations: whether an application is likely to encounter a few a priori un-
known but fairly stable situations or many diverse situations, and whether these situa-
tions can be defined or not (the latter will be referred to below as “indefinable situa-
tions”).

Publication VI also states that the most important design choices to make are the following:

· Adaptation type: 1) model selection, 2) ensemble, 3) context as a feature;
· Interaction type: 1) implicit, 2) explicit, 3) a combination of both;
· Data usage type (transfer of knowledge acquired in other situations): 1) none, 2) using

a dataset acquired in other situations, 3) using a model trained on a dataset acquired in
other situations;

· Runtime training type: 1) none, 2) a standard algorithm, 3) customised modification of
parameters;

· Training supervision: 1) none, 2) partial, 3) full; and
· Reasoning methods: 1) lazy, 2) fixed (e.g. majority voting), 3) trained (graph-based or

other).

These design choices, which depend on application specifics and on each other, determine how
models for new situations can be learned at the runtime stage, so that if the adaptation type is
the use of context as a feature, for example, then full re-training of the model will be required
each time a new situation is encountered, whereas if the adaptation type is model selection and
knowledge obtained from other situations is used in a form of models for these situations, then
model-level knowledge transfer (i.e. modification of the parameters of existing models) can sup-
port learning as many new situations as desirable. The major effects of contextual factors on
adaptation design are illustrated in Figure 4.
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Figure 4: Influence of context on design choices (common effects).

Publication VI recommends that the interaction type should be chosen based on the expected
costs of data acquisition and data quality. The implicit interaction should be employed, if possi-
ble, when quality of primary data cues is rather low. For example, if a certain cue is important for
users, but not recognised by a system, accurate models cannot be built despite all the explicit
annotation efforts; instead, the latter will only annoy the users. Explicit efforts are necessary if
interpretation of implicit interaction data depends on context: e.g., if just the same user actions
may denote a positive feedback in one context and neutrality in another context. Acquiring ex-
plicit interaction data can be suggested also for the changes in meanings of the input cues be-
cause several studies suggest that quick learning of new meanings may be difficult without ex-
plicit human supervision. Otherwise, for choosing between the implicit and explicit interaction we
recommend to consider, first, to what extent both labelling time and a time interval when the
labels are used by the system match the users’ goals and, second, how the UI design and social
rules affect quality of implicit data: for example, the implicit feedback may be useless if the users
click on nearly every link because of insufficient link data and if the users adjust their choices to
be polite instead of following their own desires.
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Then the adaptation type and data usage types should be decided on in the light of another
two of the most influential application features, the variability in situations and expectations re-
garding changes in input cues brought about by situational changes. Training an own model for
each context is one of the most adaptive approaches. It can be applied to a broader range of
cases than those having been studied up to date and handle primary data cues, emerging at
runtime, provided that their types and the use of different types inside the models can be pre-
defined and the models can be trained at runtime. The classifier ensemble, where all members
are trained on the target context data, is even more adaptive, but less lightweight than training
an own model for each context. Accordingly, employing such ensembles to adapt to contexts,
emerging at runtime, is feasible mainly when large datasets are acquired naturally in the course
of using an application, e.g., when implicit interaction data can be collected. In other cases, ei-
ther the classifiers learnable from very small data sets are to be included into the ensembles, or
other ensemble types should be chosen. Combining outputs of the base classifiers can be rec-
ommended only when all these classifiers are sufficiently context-independent or trained on
target context data. Combining outputs of the base classifiers, trained on the data of other con-
texts, may result in low accuracy if the majority of these classifiers do not suit well for the target
context. In other cases the selection-based ensembles should be employed: they can handle
both similar and dissimilar contexts if different members are optimised for different contexts, and
they outperform individual classifiers when amount of training data is not abundant.

Models, using context descriptors as features, may be trained for each context or be included
into ensembles. Using context as a feature in a single classifier, trained on the data of many
contexts, is an approach suitable mainly in cases of changes in the input cues’ influences.

Regarding the data usage types, using both labelled and unlabelled target context data could
be beneficial when both could be obtained. Benefits of using unlabelled data of the non-target
situations in the lightweight adaptation have not yet been demonstrated. Training the context-
specific models on the merged data of different contexts may hinder the adaptation to notably
different contexts. Therefore, the use of raw data of other contexts can be recommended only if
the chosen knowledge transfer approach requires such data. Using trained models of the non-
target contexts can be recommended for faster adaptation. To use the target context data only
can be recommended when the training datasets are not too small (e.g., if implicit interaction data
or unlabelled data are available) or the applications are supposed to be long-term user companions
and thus need to gain the user’s trust by avoiding data sharing and reasoning errors.

Publication VI suggests that adaptation to changes in meanings of input cues is best of all
achieved via training a separate model for each context and employing either model-level or no
knowledge transfer. Adaptation to changes in the cues’ availability is best of all achieved via
training a separate model for each context or by treating cue availability as a feature in reason-
ing methods that handle the missing cues without re-training, e.g., discrete HMMs, weighted
sums, voting etc. In both cases Publication VI recommends to train models on the target context
data only. Choice of an approach to adapt to changes in accuracy or influence of input cues
strongly depends on expectations regarding variability of situations. If an application is likely to
encounter large number of situations, fairly lightweight approaches should be chosen, such as
selection-based ensembles or model selection. Otherwise more accurate approaches should be
chosen, such as use of the target context data only.

Publication VI also describes how other matters such as the choice of runtime training type
may depend on the above decisions. Model-level knowledge transfer and old knowledge preser-
vation usually require custom algorithms, e.g., some additional constraints on the model parame-
ters may be added. Custom adaptation, such as with evolutionary algorithms or various re-
weighting schemes, is usual in selecting and/or combining the ensemble members, too. Stand-
ard training is more common in other cases due to its easiness for developers.

The four case studies will be described below, with notes on how the application features that
were identified determined the adaptation design in each case.
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3.2 Software framework

Details of the software framework developed for the various experiments can be found in Publi-
cation V. The runtime adaptation of class-level or decision-level fusion required implementation
of the following functionalities:

· handling changes in the availability, accuracy, influence and meanings of the input
cues;

· choosing between adaptation types (context as a feature, ensembles and model selec-
tion);

· learning new situations from scratch vs. modifying the parameters of existing models
with the help of user feedback.

Reliance on user feedback in learning also implies a need to interpret implicit feedback when this
is obtained. Furthermore, as it is not feasible to expect error-free feedback, the machine learning
algorithms employed should be noise-robust. A block diagram of lightweight situational adapta-
tion used in the test cases is presented in Figure 5.

Figure 5: SW components of lightweight runtime adaptation.

The SW blocks in Figure 5 have the following responsibilities:

· Pool of models: includes all available models and their metadata.
· Classifier selector: retrieves current models, i.e. those most appropriate to the current

situation. Models can be selected according to their metadata (e.g. by situation name),
situational parameters (e.g. within a range of signal-to-noise ratios) or accuracy. We
assumed that situation recognition would be performed outside the classifier selector,
so that the SNR (signal-to-noise ratio) can be detected by the current audio analysis
model, and a situation name can be provided by external context recognition compo-
nents or entered manually by the user. Although user-specific models can be selected
in the same way, our work does not regard model selection according to user ID or fam-
ily ID as situational adaptation because our work is concerned with more intricate adap-
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tation aspects. This component was implemented in a fairly generic way and employed
in all the test cases.

· Reasoner: realises the data flow used for training and fusion, returns the “final” classifi-
cation result and the degree of confidence in it. This component was implemented in a
fairly generic way and was employed in all the test cases, but some parts were modified
in task-specific ways.

· Feedback Analyzer: obtains user interaction data and user requests to select another
model, to re-train existing models or to learn a new model. In the case of ensemble-
based adaptation this component will also evaluate the accuracies of the ensemble
members. This component was implemented in task-specific ways in all the test cases.
In the TV recommender system it was fairly complex, as it propagated user choices for
TV programmes to the lower-level models for programme genres, channels, etc., creat-
ed new positive and negative training examples from current recommendations and us-
er choices, evaluated the accuracies of all the models in the pool and triggered re-
training when a sufficient number of new training examples had been obtained. In the
biometric domain this component was very simple, as it only triggered the retrieval of
another model when needed, as was also the case in the UI adaptation domain, where
it collected interface settings for the different modalities and evaluated the accuracies of
the ensemble members. In the emotion recognition domain it was somewhat more
complex, collecting user-provided labels, assigning them to the input data within a short
time window and triggering the training of a new model when requested by the user.

· Domain Logic: the component which knows whether runtime training is allowed and if
so, whether a new model should be added or existing models should be re-trained. This
logic was implemented in task-specific way for each test case.

· Trainer: the component responsible for training new models and updating existing
models according to the application requirements (e.g., maximum allowed false ac-
ceptance ratio of user verification). This component was implemented in the test cases
for the chosen classifiers. Due to the requirement for handling noisy labelled data, our
work employed SVM and HMM as trained classifiers and neighbourhood-based reason-
ing (kNN and CBR), voting and other heuristic methods as lazy classifiers. In some test
cases MLP (Multi-Layer Perceptron) and Weighted Sum were also employed as trained
classifiers, while in others a differential evolution method was employed for adapting
weights in kNN and for modifying HMM parameters in customised ways. Standard train-
ing procedures were always employed for SVM and MLP.

3.3 Case 1: biometrics

As the literature review shows, increasing user convenience is an important goal for next gen-
eration biometric systems, but explicit verification is still the most common solution. This means
that access is granted for a long time after the only successful verification, which allows the
authorized user to be replaced by an impostor, as it is often the case with mobile phones. We
proposed in 2006 to increase the security of mobile devices by means of an unobtrusive form of
user verification based on gait and voice data [Publication S1], since the problem of user con-
venience had been largely ignored in research into biometric systems. As the use of unobtrusive
modalities does not allow the achievement of low false reject and false accept rates simultane-
ously, we then proposed in 2007 that mobile devices should be protected using a cascaded
system in which implicit verification is performed first and explicit interaction is required only if
this implicit verification fails [Publication S2].

In Publication I we suggested and compared several ways of maintaining the desired security
level while reducing the amount of explicit interaction at the inference stage.
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3.3.1 Application scenario

The cascaded verification proposed in Publication I is illustrated in Figure 6. The verification
suggested in Publication S2 employed a similar scheme, but with different modalities.

Figure 6: Verification scenario for two explicit and two unobtrusive biometric modalities [Publica-
tion I]. If the user is silent, fusion of the face and voice cues is skipped.

Adaptation to the following situational changes was studied in this test case: 1) changes in secu-
rity requirements (e.g. paying a small parking fee vs. a significant money transfer), 2) changes in
the availability of biometric modalities (e.g. a silent vs. talking user or a user preferring the iris
modality over fingerprints), and 3) environmental changes (e.g. in background noise, such as low
vs. high signal-to-noise ratio (SNR) for the voice recognition modality). The scores for the vari-
ous modalities served as input cues to multimodal fusion module (a score is a degree of belief
that the user is a genuine one).

This scenario has the following specifics:

· Context factors to adapt to: task factors (security level and data availability) and envi-
ronmental factors (noise);

· Adaptation time: almost instant, as users usually want to access the applications very
quickly;

· Permitted degree of user control: none, as allowing users to re-train the models may be
insecure;

· Expectations regarding changes in input cues: context may affect the accuracy and
availability of certain biometric modalities, and their influence on the recognition result
may change;

· Costs of data acquisition vs. data quality: implicit data could be sufficient for low-
security requirements but not for high-security ones; and

· Variability of situations: many distinct and definable situations exist, as it is sufficient to
consider several security levels and several noise levels.

3.3.2 Classifier design

Context-independent components for user verification via face, voice, fingerprint, iris and accel-
erometer-based gait data were employed here. Every single modality component produced a
score, and multimodal fusion was adapted to pre-defined situations: sets of available biometric
modalities and several discrete security or SNR levels. The following design choices were made:

· Interaction type: implicit, plus explicit when implicit data do not suffice;
· Adaptation type: model selection due to significant differences between situations;
· Data usage type: raw target context data due to the availability of large datasets at the

design stage;
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· Runtime training: none, due to security requirements;
· Offline training supervision: full, due to data availability at the design stage; and
· Reasoning methods: cascade of SVM, MLP or Weighted Sum.

The system functionality is illustrated in Figure 7. The multimodal fusion models were selected
on the ground of their metadata or context values. The system allowed the runtime addition of
models for new situations, for which purpose the application designers would simply need to
train a new model and provide its metadata (security level, range of SNR values and list of bio-
metric modalities it can handle). Training would not affect any existing models, as the models for
all contexts are trained independently of each other.

The training of cascaded systems capable of satisfying different security and data availability
requirements is not yet a fully studied problem. In a parallel multimodal system (which uses all
the biometric modalities at once) different ratios between the False Acceptance Rate (FAR) and
False Rejection Rate (FRR) can be selected, since high-security applications require low FAR
and have to accept higher FRR, while low-security applications require low FRR and have to
accept higher FAR. In a cascaded system the applications entail a trade-off between FAR, FRR
after the unobtrusive stage and FRR after the last stage. Thus several ways of creating and
training fusion models for such a cascaded system were explored, including the suitability of
different classifiers for high and low-security requirements. The following adaptation approaches
(the classes of the approaches are described in more detail in Publication VI) were compared:

· Context-specific models and data: fusion of gait and voice scores by the Weighted Sum
method, with weights calculated based on the accuracies of the modalities in the target
context [Publication S1];

· Context-specific classifiers: cascaded system performing fusion of the implicit modali-
ties first and requesting the explicit modalities only if the implicit verification fails. Each
set of modalities has its own model trained for it, and each security level is trained sep-
arately from the other models [Publications I and S2].

Both approaches are considered lightweight, because they require little user effort at the infer-
ence stage and do not require runtime training. The design time training is not lightweight from
the point of view of its computational resources, however.
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Figure 7: Lightweight adaptation for verification: grey colour indicates components developed for
the multimodal fusion experiments.

3.3.3 Experimental results

Three datasets were used in the experiments: 1) gait and voice data for 31 subjects [Publication
S1]; 2) gait, voice and fingerprint data for the same 31 subjects plus 19 more subjects [Publica-
tion S2]; and 3) voice, face, fingerprint and iris samples for 150 subjects [Publication I]. The
experimental results confirmed the feasibility of the proposed lightweight adaptation at the fusion
level, since despite the fairly poor performances (EER above 10%) and high overlap of errors in
the unobtrusive modalities, the fusion models succeeded in adapting to the varying environmen-
tal conditions, the availability of biometric modalities and the different security levels. Voice-only
user verification performed fairly badly under noisy conditions, for example, so that its EER ex-
ceeded 40%, but the noise level-adaptive multimodal system achieved an EER of 9–12% de-
pending on where the mobile device was being carried [Publication S1]. The proposed cascaded
fusion, where fingerprint samples were needed only when fusion of the gait and voice data
failed, was able to satisfy security requirements of FAR ≤ 1% and to achieve an overall FRR of
3% or less, while requiring explicit effort in 10–60% of cases, depending on the noise level [Pub-
lication S2]. Thus the cascade allowed significantly higher accuracy to be achieved without any
significant increase in explicit interaction efforts. In tests on the database of 150 users the pro-
posed cascade satisfied a security requirement of FAR ≤ 0.1% when explicit interaction was
required only in 35% of cases. These results cannot be compared with state-of-the-art reports
because our system goals and databases were totally different.



50

3.3.4 Discussion

This research was aimed at instant adaptation to distinct situations that were pre-defined at the
design stage, as runtime training was not permitted for security reasons. Thus training was per-
formed at the design stage, when the obtaining of fairly large training datasets does not burden
the users. Runtime adaptation was performed by selecting one of the existing models, although
the system configuration easily allowed for the addition of models for new situations during the
runtime. This approach is suitable for cases where the number of situations is limited, and it can
also handle overlapping situations (e.g., by voting between equally suitable models), although
we did not employ any overlapping situations in our work.

The selection of situations and domain specifics allowed us to explore two adaptation ap-
proaches: “context-specific models and data” vs. “context-specific classifiers”. The tests demon-
strated that both approaches require data and computations, even though the former approach
was employed in one of its simplest and most popular forms: a Weighted Sum with weights de-
pendent on the accuracies of the modalities in the target context [Publication S1]. Nevertheless,
it is necessary to iterate the training data for each situation for the same number of times as
there are modalities. Thus such training requires time when the number of situations is large,
especially for large datasets. When using context-specific classifiers the number of iterations of
the training data was greater, but not dramatically so. Each stage in the cascade was trained
independently of the others, because joint training was slower and the resulting accuracy was no
higher [Publication I]. Thus each situation required training a separate model for each stage of
each cascade configuration, but the overall number of configurations was reasonable and train-
ing of the stages employing just one modality was very easy.

The experimental results show that the more complicated approach of using context-specific
classifiers is worth the effort, provided that the training time and data allow the investment of
such an effort. In Publication I the accuracies of the proposed cascaded fusion were compared
with those achieved with parallel fusion, i.e. in which all the available modalities are used simul-
taneously. Parallel fusion was also implemented in the form of context-specific classifiers, with
training a model for each set of modalities. In tests with the dataset, containing scores of 150
users for four biometric modalities, the accuracies of parallel fusion were slightly higher than
those of cascaded fusion, but the differences were statistically insignificant [Publication I]. Thus
employing cascaded fusion instead of the conventional parallel fusion allowed a notable increase
in user convenience without reducing the error rates. An attempt to reduce user effort by means
of a parallel classifier would allow the number of pre-defined situations to be reduced and ac-
cordingly shorten the training time. However, this approach would require training a model for
each security level that was capable of handling missing data, and unobtrusive verification would
require dealing with one or two missing modalities out of three. As shown in the literature review
state-of-the-art approaches to handling missing data within a single model do not cope very well
with high percentages of missing modalities, and therefore such an approach would probably
have resulted in lower accuracy than that achieved with context-specific cascaded fusion.

Regarding the comparison of reasoning methods, the test results on data for 150 users show
that although SVM training takes longer, it satisfies security requirements more accurately than
does the Weighted Sum, as the SVM models kept the FAR within the specified limits, whereas
Weighted Sum fusion exceeded these thresholds. On the other hand, Weighted Sum fusion
achieved a lower FRR than SVM. Thus SVM is better suited for cases with higher security re-
quirements, whereas the Weighted Sum approach is better suited to low security requirements.
Accordingly, adaptation to both types of security requirements would call for a classifier pool
containing SVM models for some security levels and Weighted Sum models for the rest, which
would mean employing context-specific classifiers to a great extent. Since MLP training took
longer than SVM training and its results were less consistent, MLP is not recommended for this
kind of adaptation even though its average accuracy did not differ significantly from that of SVM.
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The results of the study performed in the biometric domain thus suggest that when it is nec-
essary to adapt to a reasonable number of distinct, easy-to-define situations and runtime training
is not allowed, context-specific classifiers provide more advantages than other adaptation ap-
proaches.

3.3.5 Summary

The author’s work was aimed at simultaneously increasing the user-friendliness and security of
biometric systems, while the majority of researchers have tended up to now to study one or other
of these aspects. The main novelty of the solution, proposed by the author, lies in:

· employing a flexible cascaded architecture for inference, in which each stage can yield
a final decision and any stage can be skipped if this increases user convenience with-
out violating the application requirements;

· employing a model selection approach for adaptation to different types of situational
changes simultaneously; and

· employing unobtrusive interaction at the first stages in the cascade.

The most interesting results achieved in this test case include first of all how to train such cas-
cade. Cascaded fusion architectures, employing fairly inaccurate modalities at the first stage(s)
and permitting to skip any stage have not so far been common, and thus methods for training
them have not been properly examined. The experimental results suggest that it is feasible to
train each stage separately. Secondly, this test case demonstrated that cascaded inference can
achieve accuracies similar to that of parallel fusion (i.e. the simultaneous use of all modalities),
but with notably less explicit effort. Thus cascaded inference, employing unobtrusive modalities
first, seems to be an interesting future direction for research into biometric systems. Thirdly, a
fairly popular and simple adaptation method for determining the context-specific weights of mo-
dalities was compared here with the more complex concept of trainable cascaded fusion, leading
to the conclusion that the training efforts were comparable but the results obtained with cascad-
ed fusion were notably better. Thus more complex adaptation design is evidently worth the effort
in cases where pre-defined contexts can be employed.

Regarding the main drawbacks of conventional context adaptation approaches (reliance on
domain knowledge and significant explicit interaction efforts), the former issue is more important
for systems adapting to situations emerging during the runtime, while the latter issue is essential
for all interactive systems. Consequently, the proposed biometric verification system did not
address the former issue, but it did allow us to reduce the need for explicit interaction in three
ways:

· by varying security levels depending on the current access requirements, so that not-
so-accurate unobtrusive modalities will suffice for low security requirements;

· by requesting explicit efforts only when unobtrusive verification is insufficient for the cur-
rent security level; and

· by allowing users to choose an explicit modality.

3.4 Case 2: a TV recommender

As the literature review shows, the adaptation of recommender systems to social contexts is
largely an unsolved problem. Earlier works concerned with TV recommender systems were
targeted mainly at individual users, while recent research into TV and movie recommender sys-
tems for groups has been targeted mainly at groups of friends or acquaintances rather than
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families. Our work aimed at developing recommender systems for families, taking account of the
significant age differences and close emotional connections between group members.

It was proposed in Publication S3 that group behaviour could be modelled implicitly by ob-
serving, which choices group members make together and separately. As seen in the literature
review, the most common approach to adaptation in the case of groups is to combine individual
preferences. This approach has several drawbacks, however. First, combining preferences does
not work well in heterogeneous groups. Families are often heterogeneous groups, with members
who have their own ways of resolving conflicts, and it is not feasible to employ the same design-
er-provided logic for combining contradicting individual preferences in all families. Secondly,
combining preferences does not provide for cases where group choices differ from the choices
which group members would make alone, whereas sharing experiences is a fairly common activ-
ity in families, e.g. parents may watch programmes together with their children which they would
not choose to watch at all without them, and vice versa. The proposed adaptation via learning
from observations naturally adapts the recommendations to family practices, which differ greatly
between families.

Based on the results in Publication S3, Publication II suggested that adaptation to family prac-
tices could be achieved more accurately by the runtime training of a classifier ensemble in which
each base classifier is trained on data for the target context only.

3.4.1 Application scenario

As TV viewing is a leisure activity, users should not be obliged to provide feedback on pro-
grammes. Moreover, it is not so straightforward to evaluate user satisfaction in a multi-user envi-
ronment, as group members may adjust their feedback to the opinions or feelings of others.
Thus our TV programme recommender does not require explicit user feedback, but is able to
use it if it is provided. As not all families would like to share their TV viewing data because of
privacy concerns, our recommender system uses only data on a single household.

In this scenario a situational change occurs when a recommender system is launched in a
new family. This scenario requires adaptation to a fairly indefinable course-grain situation (family
habits), and certain lower-level context cues can be recognised automatically, e.g. time and
social context (presence of family members near the TV). Programme metadata, time and social
context served as input cues to the multimodal fusion module.

This scenario has the following specifics:

· Context factors to adapt to: social and task factors;
· Adaptation time: long, because the unobtrusive learning of habits of each family without

sharing data between families cannot be done quickly;
· Permitted degree of user control: any;
· Expectations regarding changes in input cues: contextual factors may influence users’

preferences differently in different situations (e.g. the day of the week may be more im-
portant for working people than for retired users; similarly, in some groups one person
may dominate, whereas in others the interests of all members may have to be equally
respected); feedback may carry slightly different meanings (e.g. if some users viewed a
TV programme up to the end, it may mean that they were really interested in it, where-
as for others watching a programme until the end may denote only slight interest);

· Costs of data acquisition vs. data quality: implicit feedback is available in large quanti-
ties and is fairly reliable, but the acquisition of explicit feedback is not feasible, because:
1) TV viewing is a leisure activity, and 2) the scarcity of metadata on TV programmes
would not allow accurate enough distinctions to be made between programmes, and
thus explicit feedback would not be fully utilised; and

· Variability of situations: one fairly stable, but indefinable situation.
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3.4.2 Classifier design

The following single modality components were available: 1) application usage logger (a compo-
nent retrieving a chosen TV channel and timestamps denoting the start and end of viewing); 2)
metadata fetcher (a component retrieving TV programme details based on the channels chosen
and the timestamps); and 3) context logger: a component retrieving data on the presence of
family members in front of the TV and converting the timestamps into semantic times (day of
week and time of day).

The context was recognised via dedicated sensors in finer detail here than in the affect
recognition and UI adaptation domains, where only high-level labels for situations were obtained.
Thus the use of context cues as features was feasible, moreover that they were discriminative
features: fairly regular dependences of TV programme choices on context were observed in
many families. In addition, an ensemble of diverse base classifiers was used for more accurate
adaptation to indefinable social contexts such as family habits. The following design choices
were made:

· Interaction type: implicit, as explicit feedback cannot be fully utilised.
· Adaptation type: selection-based ensemble with re-training of the base classifiers. Re-

training was possible because of the availability of implicit feedback in large quantities
and the opportunity to train base classifiers at night, when the users were sleeping and
would not be bothered by the re-training.

· Data usage type: target context data only, due to privacy concerns and the availability
of implicit feedback in large quantities;

· Runtime training: full training for SVM, as computational time was not an issue. CBR is
a lazy reasoning method;

· Runtime training supervision: fully supervised, as implicit feedback can be acquired in
fairly large quantities;

· Reasoning methods: Case-Based Reasoning (CBR) and Support Vector Machines
(SVM) using context descriptors (IDs of present family members and semantic time) as
features. These methods are able to deal with noisy data and do not need large training
datasets, so they can start providing recommendations fairly soon.

The chosen adaptation approach belonged to the “Context-specific ensemble” class. The system
was designed for learning each family model from scratch, because the privacy concerns of the
test subjects made knowledge transfer undesirable. The appearance of a new family member
would require complete re-training of the system. Nevertheless, the adaptation is fairly light-
weight, because 1) runtime training does not require user efforts, 2) the need for computational
resources is reduced by employing a small number of base classifiers, so that the ensemble
includes only four members.

The ensemble was built in the manner presented in Figure 8. First level: context-independent
components for deriving TV programme metadata, context information and positive/negative
examples of users’ choices from the timestamps. Next level: multimodal fusion models for vari-
ous TV programme descriptors (name, genre and channel). At this level social and time context
descriptors served as input features to CBR and SVM classifiers. Thus the exact sets of input
features and models were family-dependent, but training and reasoning was performed in every
family in exactly same (unified) way. The SVM models were re-trained during the runtime. Train-
ing took place at night, once a sufficient amount of new data had been collected, so that the
training times would not annoy the end users. Models at the next level employed fixed combina-
tion rules for building lists of recommendations from outputs from all the name models, genre
models and channel models.
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Figure 8: Adaptation of a TV recommender: the grey shading indicates components developed
for the multimodal fusion experiments.

At the topmost level of the cascade a selection-based classifier ensemble was employed. This
allowed more accurate adaptation to each family than would have been possible with multimodal
SVM and CBR models only. Furthermore, this lightweight adaptation was performed each time
recommendations were needed, whereas re-training of the ensemble members was performed
only at night. Thus the ensemble allowed quicker adaptation to variations in daily viewing pat-
terns.

3.4.3 Experimental results

The proposed unobtrusive modelling approach was tested offline on real life TV viewing data for
20 families collected over a period of five months. It achieved an average recall of 57% and an
average precision of 30%. This recommendation accuracy is comparable with the accuracies of
recommender systems for individuals that require explicit user feedback, despite the fact that
group modelling is a more challenging task. Reasonable prediction accuracies for two-thirds of
the families were already achieved after one month of incremental learning [Publication S3].
There were three families for whom the method did not exceed 50% recall among the top five
recommendations even in the long run, whereas for three others the recall exceeded 70%, which
is a good result for unobtrusive learning, i.e., learning by observations. The ensemble achieved a
higher average accuracy than any of its members alone.
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Unfortunately it is difficult to compare these results with other works because none of them
used same data. Our results can be compared only with results of systems requiring explicit user
effort. First, the CF-based system for individuals presented in [Adomavicius 2007] achieved 65–
75% precision in the top five recommendations, while the precision of random recommendations
was 35.6%. Our system achieved an average accuracy of 57%, but outperformed the random
recommendations by factor of 3.3 on average (which means that our dataset was more challeng-
ing). Secondly, an algorithm for merging explicit user profiles, presented in [Yu 2006], achieved
75% recall at 45% precision, but members of the heterogeneous groups were not satisfied with
the recommendations. The average precision of our system was about 30%, but it worked well
for heterogeneous groups, in that 78% recall was achieved in a family whose members had quite
different genre preferences. Thirdly, the TV programme recommender system for families pre-
sented in [Thyagaraju 2011] achieved fairly high precision in tests with three families, exceeding
60% in two, and ranging from 20 to 43% in the third. The reported numbers are not fully ex-
plained, however, e.g. the average number of programmes recommended is not quoted, so that
it is unclear whether precision among the top two or top ten recommendations is being reported.
Accuracy of random recommendations is not reported either, so that it is not possible to assess
the difficulty of the dataset.

3.4.4 Discussion

Our main goal here was adaptation to family habits, which are indefinable situations. Situational
changes caused changes in the influence of input cues, but no more dramatic changes. Adapta-
tion was performed via runtime training on target context data that had been acquired implicitly.
This approach is suitable for cases where the adaptation time is less important than the users’
trust, and when the obtaining of a significant amount of training data does not require user ef-
forts.

The adaptation type chosen here was a selection-based ensemble in which each member
used context cues as features. Due to the need to reduce the training time, the ensemble includ-
ed just four members, two of which used exactly the same base classifiers, just in different com-
binations, and the other two were lazy methods, so that re-training of the base classifiers was
minimised. Nevertheless the ensemble adapted to fairly different families more accurately than
any of its members, due to its greater robustness to noise (implicit feedback is fairly noisy) and
its ability to benefit from a diversity of base classifiers. SVM is less sensitive to the use of non-
discriminative features than CBR, and in this domain it is impossible to predict whether certain
contextual cues will be discriminative or non-discriminative features, since in some families all
contextual cues influenced programme choices, whereas in others the presence of one particular
adult played a major role. On the other hand, CBR builds a decision boundary for each set of
input features separately, whereas SVM builds one decision boundary for all sets. Thus it is
easier for CBR to learn complex functions for representing inconsistent forms of group behav-
iour. One further difference is that CBR learns from positive examples only, whereas SVM is
sensitive to the choice of negative examples. Consequently, CBR-based reasoning reflected the
attitude of users who decided to spend time in front of the TV and tried to find the best pro-
gramme from all those available, whereas due to the employed way of selecting negative exam-
ples, the SVM models for genres and channels reflected a goal-driven way of choosing activities,
e.g., “now I want to see something funny and I am not in the proper mood to watch a drama, not
even a famous one” [Publication S3].

Experiences from this study allowed us to suggest new diversity measures for context-
adaptive ensembles. Most popular diversity measures for conventional ensembles are based on
comparing the outputs of ensemble members on training data [Kuncheva 2004, Britto 2014], but
they are not very suitable for context adaptation purposes because of possible significant differ-
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ences between the training and test data. Our work suggests that diversity measures for context-
adaptive ensembles should include 1) different sensitivity to non-discriminative inputs, 2) local
vs. global learning of decision boundaries, and 3) modelling of different human decision-making
strategies.

Regarding the use of context descriptors as features, the results show that this approach is
feasible in the TV recommender domain because context descriptors are discriminative features:
for example, in families with fairly stable viewing habits a fairly straightforward dependence of
programme choice on time can be observed, while in families with members having notably
different preferences a fairly straightforward dependence of programme choice on social context
can be observed. In this respect recommender systems differ from affect recognition systems,
for example, as context influences classifier output (emotion type) in more subtle ways in the
latter. The tests also demonstrated that using context descriptors as features did not notably
hinder the learning of context-independent preferences. Regarding the use of context descriptors
as features in SVM and CBR, SVM was slightly more successful in the tests on data covering
five months [Publication II], while CBR was slightly more successful in the tests on data covering
two months [Publication S3]. The success of CBR and SVM was highly dependent on the family
in question, however.

One important lesson learned in this domain is that the feasibility of using explicit feedback
depends on the quality of the primary data. In our case no detailed metadata on TV programmes
were available, and even the best-quality feedback could not help us to understand why certain
programmes were preferred over others representing the same genre. Another lesson concerns
use of implicit feedback. The maintaining of a pool of context-specific feedback interpretation
models may allow more accurate adaptation, e.g. in that viewing a programme to the very end
may denote a serious interest in it in one family, while in another the same behaviour may de-
note a moderate interest. Such a comparison of feedback models would significantly increase
the amount of computation, however, since feedback models determine the selection and
weighting of training examples, and thus each one would require full re-training of the classifica-
tion models. Thus we have not studied this issue yet, nor are we aware that anyone else has
studied it. This observation once again confirms the difficulty of adapting lower-level models, in
that we did not test the computationally expensive training of interactive applications even
though this is evidently feasible if performed during the applications’ idle time.

3.4.5 Summary

The author studied here the specifics of recommender systems for families, taking account of the
significant age differences and close emotional connections between family members, in con-
trast to the majority of researchers, who have studied adaptation to the individuals or groups of
friends. As watching TV at home is a leisure activity, we decided that explicit interaction should
not be required. The main novelty of the solution, proposed by the author, lies in:

· unobtrusive learning of a joint model of a multi-user environment built up from a history
of choices made by the users together and separately, where the term “history” denotes
a time-stamped TV zapping log augmented with contextual information;

· the use of detectable parameters of social context as input features for adaptation to
indefinable high-level social situations; and

· the use of an ensemble of diverse classifiers trained on target context data, in order to
achieve more accurate adaptation to significantly different contexts.

The most interesting results achieved in this test case include firstly the exploration of simple
implicit indicators of users’ interests (such as the duration of programme’s viewing and channel
switching) for both individuals and families, the results of which show that such indicators exist
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but are somewhat less reliable for families. Secondly, it was demonstrated that a conventional
approach to the modelling of group behaviour (acting upon individual preferences of group
members) is not very suitable for use with families, as the choices made by individuals in many
families significantly differ from the group choices because the satisfaction felt by individuals in
groups is often influenced by altruistic feelings. These results suggest that learning a joint family
model is a more appropriate approach than combining the individual preferences of family mem-
bers. Thirdly, our findings demonstrated the feasibility of using implicit interaction data only,
since the resulting accuracy of the proposed approach appeared to be comparable to that of
recommender systems for individuals, requiring explicit interaction efforts, despite the fact that
group modelling is generally more difficult. Last but not least, this study suggested new diversity
measures for context-adaptive ensembles and demonstrated the feasibility of employing ensem-
bles in cases where diverse classifiers can be built without any notable increase in training or
fusion times, in that a lightweight ensemble of just four members allowed for more accurate
adaptation in the tests than did any single classifier alone.

Regarding the main drawbacks of conventional context adaptation approaches (reliance on
domain knowledge and significant explicit interaction efforts), these were addressed in several
ways. Dependence on domain knowledge was reduced by:

· defining only context types (social and time contexts) and reading exact sets of context
cues (i.e. the members of each family) from the data, e.g. one family may have consist-
ed of two adults and two children and another of one adult and three children; and

· learning family practices from data instead of enforcing practices chosen by application
designers.

Explicit interaction efforts were made optional. The decision to employ a diverse set of base
classifiers in which the same low-level models are used in half of these base classifiers and lazy
reasoning methods in the other half allowed a further reduction in data collection time. Reasona-
bly accurate recommendations were provided after 3.5 weeks of data collection, which is not a
long time for such a lifelong activity as TV viewing, moreover that adaptation to new users is a
well-known problem also in systems, relying on explicit user effort.

3.5 Case 3: affect recognition

As noted in the literature review, research into context-adaptive emotion recognition is just start-
ing, and both context-adaptive and context-independent systems are usually trained on fairly
large quantities of manually annotated data. This means that existing works were not aiming at
user-controllable adaptation. Furthermore, the majority of works on the adaptation of affect
recognition systems reviewed here had collected their data in controlled environments, where
the ways of expressing the same emotion in different contexts were fairly similar.

By contrast, our work studied adaptation to contexts in which the ways of expressing the
same emotion differed considerably, and the data were collected in uncontrolled environments,
but despite these challenges we were still aiming at allowing end users to control adaptation. In
order to achieve this goal, a GUI for quick data annotation was designed, and a method for using
small sets of labelled data for adaptation purposes was proposed.

The training of a model for a new context, either from scratch or by transferring knowledge
from other contexts based on a small amount of explicit user feedback is described in Publica-
tion III.
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3.5.1 Application scenario

The adaptation of an affect recognition system to situational changes was studied in an applica-
tion designed for detecting whether the audience at a show is excited by the show or not [Publi-
cation III]. Events of three types in which ways of expressing excitement differ notably one from
another were considered as contexts: a concert, a circus performance and a sports match.

Audience excitement recognition may help in detecting the highlights in a show [Joho 2011],
but due to large variety of shows, system developers cannot fully train all the models before-
hand. Thus our work assumed that system developers should train audio and video analysis
models, and also a fusion module to some extent. Then, when a new context emerges, the end
user should be able to adapt the fusion module of the emotion recognition classifier by annotat-
ing selected moments in on-going events, possibly while participating in these events or watch-
ing them on TV (see Figure 9). The parameters of the fusion module should be updated immedi-
ately after acquiring a certain relatively small quantity of user-labelled data, so that the highlights
can be further classified in event-specific way. The resulting fusion model can be stored along
with a user-provided context name or automatically acquired contextual features (e.g., the title of
the TV programme or the GPS coordinates of a circus) and can be retrieved the next time that
the same situation occurs.

Figure 9: Annotation of audience reactions simultaneously with video viewing [Publication III].

In our work the cues for input to the multimodal fusion module were produced by context-
independent audio and video analysis modules aimed at the recognition of certain data classes
such as whistling, speech, motion (of objects or hands around human faces), etc. This scenario
has the following specifics:

· Context factors to adapt to: social, environmental and historical factors;
· Adaptation time: a few minutes, otherwise users may tire;
· Permitted degree of user control: any;
· Expectations regarding changes in input cues: the context may affect the accuracy of

recognising certain behavioural classes (e.g. changes in background noise always af-
fect the accuracy of audio classification); data availability may depend on the situation
(e.g. if a camera is positioned some distance from the audience or points in the other
direction, video analysis may provide no useful results); the meaning of the data may
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depend on the situation (e.g. whistling may come from the audience or from the show
itself);

· Costs of data acquisition vs. data quality: implicit feedback is not acquired naturally; ac-
quisition of explicit feedback is feasible because labelling takes only a few minutes and
helps to improve the classification results for the next hour or more; and

· Variability of situations: many diverse and fairly indefinable situations can occur: alt-
hough event types can be described, customary behaviour in these events cannot be
reliably pre-defined. Audio and video backgrounds cannot be pre-defined either be-
cause they may vary dramatically between events of the same type.

3.5.2 Classifier design

The following single modality components were used: 1) a video analysis module detecting the
optical flow and faces if they are not too small or significantly rotated; and 2) an audio analysis
module trained on a database of clean audio data to recognise several audio classes: laughter,
speech, applause, noise, silence, whistling etc. Thus audio and video analysis was context-
independent, and the multimodal fusion models were context-adaptive. The following design
choices were made:

· Interaction type: explicit, as implicit feedback is unavailable and not guaranteed to rec-
ognise changes in the interpretation of input cues,

· Adaptation type: model selection (as contexts may differ significantly); the models use
historical context as a feature,

· Data usage type: 1) model-level knowledge transfer, 2) no data on initial contexts,
· Runtime training: custom,
· Runtime training supervision: partially supervised, as explicit feedback is never abun-

dant (conventional unsupervised training for HMM and conventional supervised training
for SVM were also tested), and

· Reasoning methods: fusion of audio and video cues by HMM employing MPM (maxi-
mum posterior marginal) decisions. In addition, fusion with HMM employing MAP (max-
imum a posteriori) decisions and fusion with SVM were tested.

The classifier design is presented in Figure 10. First stage: audio and video analysis compo-
nents recognise selected behavioural cues, e.g. applause. Second stage: recognition of audi-
ence excitement via fusion of the cues. Fusion adaptation is performed by adjusting the probabil-
ities of observing the behavioural cues in different hidden states of the model by means of ex-
plicitly annotated data. The probabilities are adjusted with a differential evolution algorithm. This
design allowed rapid adaptation to any number of newly encountered situations under sparse
user supervision, i.e. the user needed to provide a certain number of annotated samples and the
fusion models were then immediately re-trained. Adaptation in this test case was therefore light-
weight, because it required little in the way of user effort or computational resources.
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Figure 10: Adaptation for affect recognition: grey colour indicates components developed for
multimodal fusion.

The following adaptation approaches were compared in the experiments:

1. Context-specific models:
a. partially supervised context-specific HMM/cascaded HMM training – first a

model is trained in an unsupervised way, applying the Baum-Welch algorithm
to unlabelled data for the target context, and then improved using labelled data
for the target context;

b. conventional context-specific HMM: an HMM model trained in an unsupervised
way, applying the Baum-Welch algorithm to the data for the target context;

c. conventional context-specific SVM: fully supervised SVM trained on labelled
data for the target context; and

2. Model-level knowledge transfer: a context-specific HMM model for the initial context (al-
ternatively, a generic HMM model, i.e. a model trained on mixed data for all contexts) is
adapted to the target context using labelled data for the target context.

To prove that context adaptation is indeed needed for the selected test case, these approaches
were also compared with three generic models:

· Generic conventional HMM: an HMM model trained in an unsupervised way, applying
the Baum-Welch algorithm to the data for all contexts;

· Generic partially supervised HMM: an HMM model trained in an unsupervised way, ap-
plying the Baum-Welch algorithm to the data for all contexts and further adapted using
labelled data for all contexts; and

· Generic SVM: fully supervised SVM trained on labelled data for all contexts.

3.5.3 Experimental results

Altogether three hours of data on various sports events, circus shows and storytelling events
were used for the experiments (one hour per situation). Ten minutes of data per situation was
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used for training, and the rest for testing. The HMM was trained to recognise three states of the
audience: neutral, excited and very excited, these labels being acquired simultaneously by video
viewing (as shown in Figure 9), and an annotator was free to decide when to provide labels.
Labels were therefore obtained mainly for unambiguous data samples, e.g., if the audience’s
applause overlapped with music, the annotator labelled the moments when the applause was
clearly recognisable as ‘‘excited’’ or ‘‘very excited’’, but not the moments when the music domi-
nated over the applause. Labelling and training took altogether approximately 10 minutes per
context, and during this time only 100–150 labelled training samples per context were acquired.

The comparison of several adaptation approaches confirmed the feasibility of employing MPM
decisions and modifying the model parameters with a differential evolution algorithm. This ap-
proach enabled very lightweight and fast statistical learning on small databases containing noisy
training data.

The HMM models obtained via model-level knowledge transfer achieved an 80.9±1% average
recognition accuracy (at the 95% confidence level) despite the presence of erroneous annota-
tions: annotators may react slowly when emotions change rapidly and may label a previous
emotional state instead of the current one. (More details concerning labelling errors and effect of
training data quality are provided in Publication III.) The context-specific HMM models obtained
via partially supervised cascaded training achieved a slightly higher average accuracy of
83.7±1%, but the conventional context-specific models achieved lower accuracies, 77.4±1% in
the case of SVM and 74.3±1% for HMM. The generic models were even less accurate, SVM
achieving 68.1±1% accuracy and HMM 69.2±1%. Due to the MPM decision rule, HMM adapta-
tion remained robust even when as little as 25 annotated samples per situation were used, as in
this case the re-adapted models achieved an average accuracy of 79.5±1%. Neutral and non-
neutral reactions were distinguished with 77.3±1.5% average accuracy, whereas conventional
context-specific HMM achieved only 66.1±1.5% accuracy when distinguishing between neutral
and non-neutral reactions and context-specific SVM only 63.8±1% accuracy, because a dataset
of 25 samples is too small for fully supervised SVM training. Unfortunately, these results could
not be compared with those quoted in other studies, because the latter used different data, main-
ly data collected in controlled environments.

3.5.4 Discussion

In the affect recognition domain we studied rapid adaptation to fairly indefinable situations via
runtime training performed immediately after the new situation has emerged and a small amount
of labelled data has been provided by the end users. This approach allowed us to give the users
control over adaptation without requiring significant efforts, i.e. the annotators themselves chose
which samples to label, and labelled only fairly unambiguous ones (recognition of only unambig-
uous excitement should suffice for the detection of show highlights). For the partially supervised
cascaded training of HMM as little as 25 labelled samples per context were sufficient for fairly
accurate adaptation, whereas fully supervised SVM models achieved similar accuracies only
when 100–150 labelled samples per context were used in training. Supervised training should
therefore not be the first choice in cases of explicit interaction if unlabelled data are available.
Conventional unsupervised HMM training resulted in significantly lower accuracy. Hence unsu-
pervised context adaptation cannot be recommended for cases when input cues may change
meanings.

Cascaded training has mainly been employed to date in deep neural networks [Bengio 2009].
The conventional way of training not-so-deep architectures is to use all the available data at
once, whereas results presented in Publication III suggest that cascaded training achieves an
increase in classification accuracy and a decrease in labelling effort also in not-so-deep architec-
tures. Another uncommon design choice was to employ MPM decisions in HMM instead of MAP
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decisions. MAP decisions were also tested, but their adaptation was far less accurate. This re-
sult suggests that lightweight adaptation may benefit from not-so-conventional inference ap-
proaches, too.

Other outcomes were the following: firstly, modification of the observational probabilities in
HMM allows changes in data availability and meaning to be handled very conveniently. Several
preliminary tests were needed to find a reasonably accurate way of modelling the same data
with SVM, and the resulting solution required the full re-training of two models for fusing audio
and video cues for each situation. Secondly, model-level knowledge transfer for HMM resulted in
lower accuracy than partially supervised HMM training, but the difference was not a dramatic
one: the latter achieved 83.7 ± 1% average accuracy, while the former - 80.9 ± 1% average
accuracy. Thus model-level HMM adaptation is feasible when the storage of raw data is undesir-
able. Regarding the choice of the model to adapt, the adaptation of various initial context models
to the target contexts resulted in fairly similar accuracies in the tests, probably due to the notable
differences between all the contexts. The adaptation of generic models resulted in a slightly
higher accuracy, but training a generic model requires the storing of raw data on all the contexts.
In this case it is more feasible to train a context-specific HMM model on the target context data in
a cascaded manner.

One survey of audio-visual information fusion [Shivappa 2010] states that, although it is not
well known how humans understand the complex world, the consensus is that an integration of
information at different levels of the semantic hierarchy is necessary in order to complete this
task. Other works agree that hierarchical information processing is characteristic of humans and
beneficial for computers [Bengio 2009]. Thus the proposed cascaded approach to recognising
certain behavioural cues first and then interpreting the cues in a context-specific manner may
well correspond to human thinking. This approach also allows a significant reduction in data
collection efforts, since training an audio classifier, for example, to recognise applause and
laughter accurately just in a circus, where these sounds overlap with each other and with
speech, music, the screams of artists and animals, creaks in the mechanisms etc., would require
collecting over twenty types of mixed sounds, quite a large number considering that other
sounds, too, emerge in other contexts.

The approach proposed here considers several aspects of situational influence: firstly, HMM
naturally takes into account the previous emotional state, and secondly, situation-adaptable
interpretation by adjusting the observational probabilities allows different meanings to be as-
signed to the cues in different contexts and permits the easy handling of missing data. In circus
and concert contexts, for example, applause and laughter are the most useful sounds for detect-
ing audience excitement, whereas in a sports context laughter is a sign of audience disappoint-
ment rather than approval. On the other hand, “whistling” is a sign of audience excitement in a
sports context, but in a circus it is mainly the clowns who whistle, and in a concert context whis-
tling is a very rare event. Visual cues can be missing in all contexts, too, e.g. when cameras
point at a show. Last but not least, the proposed approach also allowed us to cope with inaccu-
rate recognition of certain cues in different contexts, e.g. if ‘‘laughter’’ were to be frequently mis-
classified as a cue of some other kind because of a challenging audio background, the system
would learn that the probabilities of observing laughter are more or less equal for all HMM states
in this context and would rely on other cues instead.

In the approach proposed here the fusion model parameters are modified for each situation,
and thus this approach is well suited for both fairly distinct and fairly similar situations, and for
both easy-to-define and indefinable situations. The proposed lightweight adaptation approach
could also be employed for partially supervised HMM adaptation for other purposes, especially
since MPM decisions entail the same time complexity as conventional MAP ones.
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3.5.5 Summary

As shown in the literature review, one of the novelties of the author’s work lies in its goal: to
allow end users to make rapid adaptations of the system for detecting show highlights to context,
e.g. type of show, performers, TV channel, audio background etc. and to their own perceptions
(the majority of works on context adaptation to date do not consider user-controlled adaptation).
The main novelty of the solution, proposed by the author, lies in:

· detecting fairly high-level behavioural cues and interpreting them in a context-specific
manner by modifying their observational probabilities;

· employing a differential evolution algorithm for model-level knowledge transfer of HMM;
and

· employing assumption-free partially supervised cascaded training of the HMM.

The most interesting results achieved in this test case include, firstly, the comparison between
MPM decisions and conventional MAP decisions, in which MPM decisions allowed more accu-
rate adaptation because they used a more consistent search space. Secondly, partially super-
vised HMM training appeared to be notably more robust for reducing the size of the labelled
dataset in this test case than did the fully supervised training of SVM. Thirdly, this test case
demonstrated that use of classifier confidence is less beneficial in adaptation to notably different
contexts than it is in conventional systems, and that the rejection of low-confidence fusion results
did not significantly increase the classification accuracy as was expected, because several mis-
takes of low-level models in a row resulted in fairly high confidence in the erroneous emotion
recognition results.

Regarding the main drawbacks of conventional context adaptation approaches (reliance on
domain knowledge and the need for a significant explicit interaction effort), the dependence on
domain knowledge was reduced by employing fairly generic audio and visual cues and assump-
tion-free learning of their interpretations from the data (conventional semi-supervised training
methods often employ certain domain-dependent assumptions). Dependence on explicit interac-
tion efforts was reduced by: 1) allowing users to choose the samples to annotate; 2) modifying
only the observational probabilities of HMM models; 3) proposing a method for learning from
small sets of labelled data; and 4) employing unlabelled data whenever feasible. In the tests 10
minutes of data acquisition per context allowed fairly accurate adaptation even when just 25
labelled samples per context were obtained.

3.6 Case 4: user interaction

As seen in the review of the literature, little work has been done on the adaptation of user inter-
faces to social context and on learning adaptation models. By contrast, we proposed an ap-
proach to learning the dependence of interface preferences on various contexts, including the
social context. The transfer of knowledge from other contexts in cases when only very short
interaction histories of several users are available was studied in Publication IV.

3.6.1 Application scenario

Although the convenience of an interaction often depends on its context, manual interaction
customisation would require too much user effort in the future, given that users would be inter-
acting with numerous applications through different interfaces, e.g. a smart car, a smart shop-
ping assistant etc. Support for group interaction poses additional challenges, in that humans
tend to respect the preferences of their friends and family members, so that the preferred inter-
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face settings may depend on all the group members. It was suggested in Publication IV that the
effort involved in manual customisation could be reduced by predicting the interface preferences
of individuals and groups for new (unseen) combinations of applications, tasks and devices. UI
adaptation was studied in the scenario of a new user or new group of users (referred to as the
target user/group) launching a new application or task in such a manner that the application
interface is automatically adapted to that target user/group’s predicted preferences. Hence the
target context in this case could be a new application, a new task or a new user group. The cus-
tomisation choices of different users/groups regarding certain UI elements then served as input
cues to the fusion module. This scenario has the following specifics:

· Context factors to adapt to: social, task and computational factors;
· Adaptation time: practically instant, because users want to use an application immedi-

ately after its launching;
· Permitted degree of user control: any;
· Expectations regarding changes in input cues: the influence of certain interface features

on user convenience changes according to situation;
· Costs of data acquisition vs. data quality: both feedback types are acquired naturally.

When users change the interface settings manually they provide explicit feedback re-
garding the quality of the predictions, and when they start using the interface with the
predicted settings without changing them they provide implicit feedback; and

· Variability of situations: many distinct situations, both describable (e.g., screen sizes)
and indefinable (social rules operating in groups).

3.6.2 Classifier design

The users’ choices regarding various interface features served as input cues. (An “interface
feature” is any aspect of the interaction, e.g. sensor-based activity recognition; type of infor-
mation presented, e.g. a tool tip, reminder etc.; input/output modality, such as GUI or audio etc.)
To reduce the interaction effort required of each user, we employed data on the user community
and assumed that the community size was fairly small because the test subjects in our user
study agreed to share their interaction preferences with their friends but not with the whole world.
The following design choices were made:

· Interaction type: explicit and implicit feedback, as both are naturally acquired when us-
ers customise applications or refrain from doing so;

· Adaptation type: a selection-based ensemble of knowledge transfer strategies, because
1) small databases do not allow the use of sophisticated learning methods, 2) user
communities can provide sufficient data for comparing the accuracies of ensemble
members, and 3) this comparison is not computationally expensive due to the small
size of the database;

· Data usage type: raw data, as the number of persons sharing their interaction prefer-
ences with each other is not so large as to make storage of these preferences prob-
lematic;

· Runtime training: none, due to the very short interaction histories;
· Runtime training supervision: the accuracies of the ensemble members are compared

when operating with the available data; and
· Reasoning methods: kNN, majority voting and certain heuristic strategies.

These choices allow rapid adaptation to newly encountered situations, provided that different
users use the same names for the emerging situations or ontology is used for finding synonyms.
The chosen adaptation type belongs to a “mixed data ensemble” class. The classifier ensemble
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was built up as illustrated in Figure 11. First, situation-dependent interaction preferences were
collected for different individuals and groups with respect to the various applications, tasks and
devices, and these data were used for evaluating the accuracies of all the ensemble members
with respect to all the interface features. Then, when a target user/group enters a situation not
previously encountered, the user/group preferences for each interface feature are predicted by
the ensemble member that had achieved the highest prediction accuracy for this feature in the
past.

Figure 11: UI adaptation: grey colour indicates components developed for multimodal fusion.

The conventional way of building ensembles is to employ pattern recognition methods as the
base classifiers, i.e. mappings between the data and the classification result. It was proposed in
Publication IV that an ensemble of knowledge transfer strategies should be employed for ena-
bling very quick adaptation, and that the base classifiers in this ensemble should model different
ways of mapping data for one context onto data for another context, namely certain typical forms
of behaviour exhibited by humans when entering a situation they have never encountered be-
fore. For example, an individual may behave in the same way in a new situation as in some
other situation, or in the same way as the majority of other people would behave in this situation,
or in the same way as those other users who behaved similarly to the target individual in some
other situation. Likewise, a group may behave in the same way as other groups, but may make
their choices by voting among the group members. Thus humans may transfer knowledge about
previous situations in various ways. Behaving in a new situation in the same way as in another
one denotes full transfer of knowledge, while behaving in a new situation in the same way as
others would behave in this situation means that old knowledge is ignored, and behaving in the
same way as similar users denotes a transfer of similarity. The kind of behaviour a user may
exhibit depends on the specifics of the target context and on the similarity between initial and
target contexts.

“Behaving in a new situation in the same way as in a previous one” (for example, choosing
same interface layout in both situations) is a suitable strategy when the initial and target contexts
are similar; “behaving as the majority of others would in this situation” is a suitable strategy for
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target contexts that seriously affect users’ preferences: for example, in the study with the recipe
recommender system nearly all test subjects were interested in a “way to cook” (e.g., baking or
frying) when they looked for recipes for “cooking outdoors” context. Similarity transfer could work
for all context transitions if users were to maintain their similarity across all contexts, but this may
not be the case. Early technology adopters, for example, may accept uncommon interaction
features in new applications more easily than would conservative-minded people, whereas simi-
lar attitudes towards a healthy lifestyle may lead to similarity in interests regarding food and
nutrition, but similar attitudes towards technology adoption do not necessarily imply similar atti-
tudes towards a healthy lifestyle. Accordingly, before similarity transfer can take place it is nec-
essary to check whether similarity can indeed be transferred from the initial context to the target
one. User community data were employed in Publication IV for checking this. The automatic
selection of the most appropriate ensemble member for each target user/group was based on a
comparison of the prediction accuracies of all the members for all non-target users/groups
whose preferences for the target situation had already been ascertained. Consequently, adapta-
tion was very lightweight in this test case because it required very little user effort and almost no
computation.

3.6.3 Experimental results

The proposed approach was tested using interaction preferences acquired from 21 subjects for
three applications, a cooking assistant, a car servicing assistant and a recipe recommender, and
the preferences of another 23 persons for the recipe recommender. Examples of customised
interfaces for these applications are presented in Figure 12.

The preferences were predicted for diverse interaction features, including audio input and
output, sensor-based activity recognition, reminders, health and tool tips, and shop offers. The
results show that the proposed approach is suitable for cases where no long interaction histories
are yet available, and that it is not restricted to similar interfaces, screen sizes or application
domains. Again the ensemble achieved a higher average accuracy in the tests than any of its
members alone: 72±1%. User studies employing test subjects from two user communities [Pub-
lication S4, Publication IV] demonstrated that adaptation to social rules is considered very im-
portant for assistive applications and that lightweight adaptation solutions proposed are generally
well accepted. It is impossible to compare these results with the state of the art because the
prediction of interaction preferences is a novel problem, but a comparison with recommender
systems shows that a success rate of 70–75% is usually considered a good result [see, for ex-
ample, Adomavicius 2007, Blanco-Fernandez 2010].



67

Figure 12: Left – laptop GUI of the recipe recommender, top right – phone GUI of the cooking
assistant, bottom right – phone GUI of the car assistant

3.6.4 Discussion

The main goal of our work was to solve the cold start adaptation problem, i.e. to predict interface
preferences for contexts not encountered earlier by the target user/group, and to do so without a
long process of data collection. Thus very small datasets were used for the predictions and the
choice of reasoning methods was very limited. The proposed ensemble allows adaptation to
both easy-to-define (e.g., “phone” vs. “laptop” device) and indefinable situations (e.g., group
practices), provided that it is known for which situation (e.g., “alone” vs. “in a group”) the data for
the various users/groups were acquired. This approach does not require describing social rules
for each situation but only the defining of transfer strategies. It is suitable both for cases where
the initial and target contexts do not differ significantly and for cases where they do differ, and it
does not require any domain knowledge for defining context similarity. When predicting interface
preferences for a car servicing task, for example, another car servicing task would be a fairly
similar initial context, and a significantly different initial context would be the task of finding a
recipe for a party, for instance. The proposed approach handled both cases fairly accurately
without any assumptions regarding context similarity and without relying on large databases of
interface preferences.

The tests also demonstrated that it is feasible to transfer user similarities across some con-
texts, but not all, and that even when like-minded persons remain similar to each other in differ-
ent contexts, their degree of similarity changes. Two ways of transferring similarity were com-
pared in the tests: conventional kNN, which does not weight the opinions of like-minded persons
by their distance from the target users, and conventional CF, which performs such weighting. In
the tests the kNN method outperformed CF, especially in cases where the initial and target con-
texts differed significantly.

The proposed ensemble was not compared in Publication IV with any of the other fairly popu-
lar approaches to the transfer of knowledge across contexts, but our earlier work [Publication S5]
tested two other approaches using data for the same 21 subjects collected for the cooking and
car assistant applications, which have very similar interfaces but work in significantly different
domains. The first of the knowledge transfer approaches to be tested was a fairly simple one: to
add or subtract a shift vector from the vectors of the preferences for each user (or group of us-
ers), similarly to [Baltrunas 2012]. This approach is based on the assumption that different inter-
action features become more or less useful in different contexts, and that their usability gains (or
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losses) depend on the features and contexts, but not on the users. The average accuracy of this
approach appeared to be lower than that of kNN, despite the fact that kNN failed for some con-
text transitions. Another approach that was tested was one of the most common ones: to adapt
the similarity measure. For adaptation we used a differential evolution algorithm aimed at mini-
mising the prediction error for all non-target users. This approach was indeed successful, espe-
cially in cases where the users’ preferences were fairly similar in the initial context but differed
significantly in the target context. The average accuracy of this approach was nevertheless fairly
similar to that of the ensemble of knowledge transfer strategies, while the computational time
was notably longer.

Thus employing an ensemble of computationally inexpensive transfer strategies is a more
feasible approach, provided that 1) the users in the community do not significantly differ in their
culture, 2) the ensemble members cover a sufficient range of human knowledge transfer strate-
gies, and 3) the dataset is adequately large for determining the most accurate methods for each
context transition. The first requirement was satisfied here, as, although the test subjects had
fairly different attitudes towards the technologies concerned, their attitudes towards the relevant
social rules were fairly similar, e.g. they all valued group communication more highly than cook-
ing efficiency, and they all respected each other’s diet preferences. The second requirement was
also satisfied here, but in general the choice of adequate knowledge transfer strategies is some-
thing that requires thorough consideration. “False mirror” behaviour, for example, was not con-
sidered in this study, and the subjects clearly did not aim at making the initial and target interfac-
es as different from each other as possible. Nevertheless, such behaviour might be a workable
knowledge transfer strategy in some other applications, e.g. in the e-learning domain a student
may want to diversify exercises. Regarding the third requirement, selection of the best ensemble
members was not robust to small variations in users’ behaviour in the tests unless the data size
exceeded the ensemble size by at least a factor of three.

3.6.5 Summary

Since the author’s work was aimed at developing a method for adapting the interfaces of per-
sonal applications to users and contexts without requiring any appreciable manual customisation
efforts, the author developed a method for predicting interface preferences for newly encoun-
tered contexts, i.e. applications, tasks, screens and newly assembled user groups. The main
novelty of the solution lies in:

 employing a selection-based ensemble of knowledge transfer strategies in which some
strategies are suitable for fairly similar contexts and others for fairly different contexts;
and

 employing data for several contexts for learning, which knowledge transfer strategies
are better suited to particular context transitions.

The most interesting results achieved in this test case include firstly the selection of knowledge
transfer strategies that are suitable for transitions between both similar and dissimilar contexts
and for both individuals and groups. Secondly, the test results demonstrated that the degree of
user similarity changed between contexts and that users were more similar in their choices of
knowledge transfer strategies than in their choices of interface settings. Thirdly, comparison of
the proposed ensemble of fairly simple knowledge transfer strategies with a conventional ap-
proach to adapting the user similarity measure to contexts demonstrated that both methods
achieved fairly similar levels of accuracy, but that ensemble-based adaptation was notably
quicker. Last but not least, the results show that it is very important as far as user acceptance is
concerned to respect the relevant social rules and that the use of data on user communities can
facilitate the obtaining of the users’ trust, in that users may be more willing to rely on the opinions
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of their acquaintances than on the choices made by application designers. On the other hand,
the proposed ensemble is likely to fail if the members of a user community do not share fairly
similar attitudes towards the social rules.

Regarding the main drawbacks in the conventional context adaptation approaches (reliance
on domain knowledge and significant explicit interaction efforts), the dependence on domain
knowledge was reduced by 1) defining data types (UI elements that can be customised inde-
pendently of other elements vs. UI elements that are customised as a group, e.g. by selecting N
options from a larger set) and reading exact sets of data features (e.g. audio reminders, tool tips
etc.) from the data, and 2) including in the ensemble both members that are suitable for transi-
tions between similar contexts and members that are suitable for transitions between significant-
ly different contexts, and selecting the best members by comparing their performances on the
available data. The dependence on explicit interaction efforts was reduced by 1) employing
whatever data the users provided (usually a mixture of implicit and explicit data), 2) employing
data for user communities, and 3) using very short interaction histories (predictions of the prefer-
ences of target users in a new context require knowledge regarding their preferences for just one
initial context) and simple reasoning methods.
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4. Conclusions and recommendations

The present work was focused on the situational adaptation of multimodal fusion models by
utilising explicitly or implicitly acquired runtime interaction results, and on finding ways of reduc-
ing the explicit interaction effort. Adaptation approaches were suggested for class-level fusion,
as adaptation of feature-level fusion is usually more computationally and data-demanding. For
the same reason, no adaptation of the components for the analysis of individual modalities was
performed, but instead the same single modality models were used in all situations. Accordingly,
the proposed lightweight adaptation approaches are not suitable for context transitions in which
the analysis of single modalities fails, nor do they provide for arbitrarily evolving feature spaces,
as at least the types of data and context features should be defined at the design stage. (Exact
sets of features of each type can be read from the data at the runtime stage if the classifiers
employed allow one to deal with new features. New features are easily handled by similarity-
based methods, for example, and by methods for learning a model for a target situation from
scratch.)

Despite the limitations, lightweight adaptation is suitable for dealing with various practical
problems, especially in cases when an alternative full-blown adaptation cannot be performed at
all or would require substantial data collection effort. We did not, for example, find any reasona-
ble alternative to lightweight adaptation in the two test cases, user interface adaptation and af-
fect recognition. In this work the lightweight adaptation was based on data, implicitly acquired
from the users in the course of using one application for one task, which typically took from 5 to
20 minutes. Longer interaction histories were not available for the cold start adaptation problem
concerned here. Other works, suggested methods to use interaction data in interface adaptation,
required notably longer data collection: for example, one study collected posts, written by the
test subjects in social networks since their registration. Likewise, full-scale adaptation of the
affect recognition system would have required a considerable amount of effort for collecting and
annotating context-specific audio and video data and might have failed anyway because state-
of-the-art audio processing methods do not allow the reliable recognition of as many classes of
mixed sounds as were observed in the data, while state-of-the-art video processing methods do
not allow the reliable detection of small, non-frontal faces. As end users are even less likely to
invest their efforts in data collection than are application designers, it would not be feasible to
offer them full-scale adaptation as the only option.

Depending on the domain specifics, we were able to suggest several context adaptation
methods which require relatively short adaptation times (from a few seconds up to 10 minutes,
depending on the task at hand) and allow for reducing the need for domain knowledge and ex-
plicit interaction efforts. In particular, we did not use detailed domain knowledge-based assump-
tions regarding influence of context on user and system behaviour, frequently employed in con-
ventional adaptation approaches (for example, that in one context a show audience expresses
excitement by screaming, whereas in another context it is not allowed to scream at all).

The first proposed approach is suitable only for adaptation to contexts that can be pre-defined
at the design stage, as it aims at reducing the explicit interaction effort required for inference.
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Other approaches allow adaptation to situations that emerge during the runtime and aim at re-
ducing the explicit interaction effort required for model training. Two of these approaches per-
form knowledge transfer between contexts, and one approach trains models using the target
context data. Nevertheless, all these approaches are capable of handling both cases of fairly
similar contexts and cases of rather different ones without relying on any domain knowledge-
based assumptions. Instead, the ways of handling newly emerging contexts are learned from the
data.

The adaptation methods proposed for the present tasks might well be used in a broader
range of applications. Cascaded inference is a method for providing conclusions based on im-
plicit data and on requesting explicit interaction only if this attempt fails. In biometric verification
tests this approach allowed a significant reduction in explicit verification effort compared with the
parallel fusion architecture (used in the majority of the existing biometric systems) at the cost of
only slightly lower accuracy, despite fairly high error rates in components classifying implicitly
acquired data samples. Methods for building cascaded systems, proposed in this work, may
therefore be worth considering in various applications where classification can be based on any
combination of implicitly or explicitly acquired data samples, provided that the application-
dependent requirements regarding overall classification accuracy are satisfied. Emotion recogni-
tion systems, for example, could first use unobtrusively acquired voice and face data and then
prompt the user to look at the camera or answer a question. In the absence of any security re-
strictions, inference models could be trained during the run time if users were to agree to label
their emotional states.

Model-level knowledge transfer for learning context-specific interpretations of input cues is a
novel method for adapting graphical models that employ fairly generic high-level cues with con-
text-dependent meanings. (Up to date, just a few other model-level knowledge transfer methods
were proposed, and mainly for the classifiers employing fairly low-level input cues [Caridakis
2008, Yang 2009, Zhang 2005].) The hierarchical reasoning approach, employed in this work,
may well correspond to human thinking as there is evidence of hierarchically organised reason-
ing in humans [Bengio 2009]. This approach may be used for modelling not only the emotions
expressed by crowds, but also the emotions of individuals. It can be used also for activity recog-
nition as various human activities are often modelled with HMM.

Our findings also suggest that a differential evolution algorithm aimed at minimising errors in a
small set of labelled target context data should be employed for modifying the parameters of the
initial models. This approach is one of the most lightweight approaches, proposed to date: it
requires neither large datasets (usually only selected model parameters are modified) nor long
computational time. The differential evolution algorithm is fast, it does not require a differentiable
penalty function and it does not easily get stuck on local minima. Consequently, it could possibly
be employed for the situational adaptation of models created by other algorithms, too, e.g. train-
ing of neural networks using evolutionary algorithms has already been shown to be successful,
although not yet for context adaptation purposes.

Selection-based ensembles of knowledge transfer strategies offer a novel method for rapidly
adapting applications in which a limited set of strategies can be defined for mapping data apply-
ing to one context onto data for another context (where “data” may denote system inputs or
outputs or both) and in which data on user communities are available for selecting the best strat-
egy for each context transition. This approach can be more or less lightweight depending on the
number of ensemble members and the extent to which these members are themselves light-
weight. Methods for mapping system outputs, for example, are usually more lightweight than
methods for mapping inputs. This approach can handle both similar and dissimilar contexts if
different ensemble members are optimised for different degrees of similarity between contexts.
To the best of our knowledge, up to date such ensembles did not employ methods to map sys-
tem outputs in one context onto outputs for another context: the only other proposed ensemble
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of knowledge transfer strategies employed relevance feedback techniques as base classifiers
[Yin 2005, Yin 2010].

It is proposed here that the best ensemble member should be selected for each output class
separately, an approach which was found to be beneficial because users do indeed often use
different forms of logic when making decisions regarding different output classes. Ensembles of
knowledge transfer strategies are rarely, if ever, employed nowadays, but our results suggest
that this approach deserves more attention. Ensembles of behavioural models (e.g., “same as in
the previous situation”, “opposite to the previous situation”, “same as for persons who were simi-
lar to the target user in previous situation” etc.) may be useful in helping to choose the level of
difficulty of learning tasks in e-learning systems, for example, while an ensemble of affect recog-
nition models for “formal”, “moderately formal” and “informal” settings may be used for distin-
guishing between these types without explicitly defining the degree of formality. Ensembles of
knowledge transfer strategies may also include sets of user or context similarity measures or
sets of user feedback utilisation methods. Such ensembles could possibly be built up not only
using data for user communities, but also using multimedia databases, for example (e.g. it may
be worth trying knowledge transfer for selecting the most discriminative data cues).

Cascaded training is a method for training a model first in an unsupervised way, using unla-
belled data, and then improving on this model by means of a differential evolution algorithm, in
which the parameters of the initial model are optimised using a small set of labelled data. This
fairly lightweight approach is suitable for cases where both labelled and unlabelled target context
data are available. In our work this approach was proposed for recognising audience excitement
by means of an HMM (hidden Markov model) classifier employing MPM (maximum posterior
marginal) decisions, but it can also be applied to the task of recognising emotions in individuals.
Cascaded training is currently employed mainly for training deep neural networks [Bengio 2009],
but not for HMM training. Our results suggest that the deep architectures are not the only ones
that may benefit from such an approach. Our experiments showed that partially supervised cas-
caded training of HMM models employing MPM decisions allows more accurate classification
than the corresponding partially supervised cascaded training of HMM models employing more
conventional MAP (maximum a posteriori) decisions. As MPM decisions have the same time
complexity as MAP ones, they could possibly be beneficial in the HMM-based modelling of vari-
ous human activities.

One more approach, studied here, is training of ensembles of diverse classifiers on target
context data. Employing diverse reasoning methods was shown to increase classification accu-
racy in conventional classifier ensembles, but we are aware of only one other work, employed
diverse base classifiers in a context-adaptive system, aimed at minimising explicit user effort
[Zhang 2009]. To the best of our knowledge, we were the first to use classifier ensemble in con-
text-aware recommender systems and to suggest diversity criteria for its base classifiers.

This approach can be lightweight if the number of output classes is fairly small and the sets of
labelled data are also small (for example, in image retrieval study in [Zhang 2009] the users
provided only five positive examples, relevant to their query), but can otherwise require a con-
siderable amount of computational time. This approach is suitable for applications in which it is
more important to gain user trust than to reduce computational time, and where the acquisition of
labelled data is not so tiring for users, e.g. when implicit interaction results are available or when
many sets of negative examples can be selected from unlabelled data. This approach handles
noisy interaction data better than a single classifier. Training an ensemble of diverse classifiers
on target context data may be beneficial for adaptation to significantly different contexts in many
application domains, e.g. affect recognition or multimedia analysis.

Adaptation solutions involving several classification algorithms (HMM, SVM, similarity-based
methods etc.) were proposed in our test cases, and the analysis of adaptation experiences al-
lowed important application characteristics to be identified and adaptation design guidelines to
be suggested on the basis of heuristic classification of context transitions [Publication VI]. Heu-
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ristic measures are usually less reliable than numerical ones, but heuristic guidelines are appro-
priate for situational adaptation because application designers cannot predict all the contexts in
which their applications might be used, and thus they would not be able to employ numerical
measures in any case. We therefore proposed qualitative guidelines for adaptation design under
different sets of application requirements, with the aim of helping to make high-level design deci-
sions such as the choice of adaptation type (e.g., ensemble vs. model selection) and data usage
type (e.g., whether to utilise or ignore knowledge regarding other contexts when learning ways of
reasoning in the target context). These guidelines were developed after analysing the influence
of various context types on the classification methods employed in several state-of-the-art appli-
cation domains and in our own work. Hence the guidelines proposed here should be applicable
to various applications in which adaptation mistakes are not likely to cause serious problems for
users.
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5. Summary

As has recently been observed, conventional data mining research is driven more by scientific
interests (e.g. the objective to suggest innovative algorithms) than by practical considerations
(e.g. the need to solve a certain real-world problem). At the same time data mining applications
need to take into account the whole problem-solving process, which includes user interactions,
the influence of environmental factors etc. [Cao 2010]. This observation also holds good for
classification systems. It is for this reason that our work was aimed at finding practical solutions
for the runtime situational adaptation of classifiers in cases where the use of conventional ap-
proaches would require too much effort from end users. Such practical adaptation solutions are
referred to here as lightweight, because they allow a notable reduction in user effort without the
need for any increased computational resources. The experimental results reported here in four
application domains that differ significantly in their requirements, data availability and types of
situational changes demonstrate that the proposed lightweight adaptation approaches achieved
a notable increase in application convenience or classification accuracy.

Developing lightweight adaptation solutions required addressing the following drawbacks en-
tailed in conventional classifiers: dependence on domain knowledge, the need for explicit inter-
action efforts and computational time. The proposed lightweight adaptation enables the reducing
of dependence on domain knowledge firstly by employing context-independent input cues, e.g.
by suggesting the use of fairly generic input cues that can be interpreted differently in different
contexts (and also interpreting the absence of cues in context-specific ways). Our work also
suggested the use of pre-defined context-independent types of cues and the reading context-
specific sets of cues of each type from the data during the runtime. Secondly, our work reduced
the dependence on domain knowledge by employing forms of data-driven learning that did not
rely on any designer-provided assumptions, i.e. the learning of context-specific fusion models,
and/or context-specific selection of the most appropriate fusion strategies, from the data. The
need for explicit interaction and learning time was reduced by finding ways to learn from very
small sets of explicitly acquired data and/or finding ways to make efficient use of implicitly ac-
quired data, unlabelled data and data for user communities whenever available.

In all the application domains our work was aimed at solving problems that had not yet been
addressed in current state-of-the-art research. In the biometrics domain the runtime training was
not allowed for security reasons, so that all the models were trained beforehand. Hence when
studying biometric verification, we aimed at reducing explicit user effort at the system inference
stage, i.e. at making verification less obtrusive, a problem that is rarely addressed by current
research in biometrics even though it is well known that users tend to ignore annoying security
measures whenever possible [Wright 2008]. Our work demonstrated that even when runtime
learning is not allowed, systems can be made more user-friendly if they are carefully designed.

For the other three test cases we proposed methods for learning reasoning models during the
runtime without requiring any significant user effort. In the user interaction domain we attempted
to predict interface preferences for contexts not previously encountered by the target users, e.g.
for a new user group or a new application. The majority of current works on interface adaptation
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do not provide for multi-user environments and employ manually specified adaptation rules in
other cases, whereas we were able to demonstrate the advantages of the learning of prefer-
ences. In the TV programme recommendations domain we aimed at increasing recommendation
accuracy by taking into account the specifics of each family, whereas existing research is either
concerned with recommendations for individuals or groups of friends or employs less adaptive
solutions based on designer-provided logic. For affect recognition systems we proposed a meth-
od for fast user-controllable adaptation to new situations that required the end user to spend just
10 minutes for labelling data samples for each target context. Context-dependent emotion
recognition is a fairly new research problem, and to the best of our knowledge, none of the works
published on this problem has so far employed user feedback for increasing classification accu-
racy.

Research into lightweight adaptation is just beginning, and user acceptance of it is still an
open question. We studied user acceptance only in the interface adaptation test case, where
users’ attitudes were largely positive. As in other studies of the user acceptance of adaptive
applications, we observed that acceptance does not depend only on prediction accuracy. Many
other factors play important role, e.g. user personality, screen size and the ability of the applica-
tion to respect social rules. For example, some of our subjects did not accept 100% accurate
predictions because they did not want their devices to be “too smart”, whereas others appreciat-
ed predictions of fairly low accuracy. Acceptance may also depend on the implementation of the
reasoning. In our case the predictions were based on user community data, and many subjects
said that they liked this because of the confidence they had in their acquaintances. This result
suggests that the lightweight knowledge transfer method proposed here may not only allow a
reduction in the need to collect data for the target situation, but may also facilitate users’ trust.
We also observed that in cases of group use the acceptance shown by the group members
depended on the satisfaction felt by the other group members, in both a positive (i.e. users may
give up their preferences more easily) and a negative way (i.e. users may be dissatisfied but
unwilling to insist on their own wishes).

Regarding the willingness of end users to invest efforts in runtime system adaptation, numer-
ous studies show that users may even provide detailed feedback if they expect to benefit from it,
but again everything depends on the personality of the user and the application specifics. Thus
we did not propose any numerical measures for predicting user acceptance or for evaluating
trade-offs between the cost of adaptation and gain in performance. Instead, we presented quali-
tative guidelines for lightweight adaptation design and suggested relying on feedback from each
user for deciding whether lightweight adaptation is acceptable or not.

Although each of the proposed adaptation approaches was tested in one application domain
only, researchers in other domains may benefit from these studies, too. The approaches to
adaption to social context and to the transfer of knowledge from one context to another, for ex-
ample, may be applicable to a broader range of systems, e.g. it has been suggested in a survey
of concept drift adaptation [Gama 2013] and in a survey of situation identification techniques [Ye
2012] that knowledge transfer can be a potential line of research. As the design guidelines pro-
posed for lightweight adaptation were developed after an analysis of the state of the art and our
own work in several application domains, they may be suitable for various personal applications.
Thus our work may facilitate the making of more intelligent personal applications.
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Abstract

Unobtrusive user authentication is more convenient than explicit interaction and can also increase system security because it can be
performed frequently, unlike the current ‘‘once explicitly and for a long time” practice. Existing unobtrusive biometrics (e.g., face, voice,
gait) do not perform sufficiently well for high-security applications, however, while reliable biometric authentication (e.g., fingerprint or
iris) requires explicit user interaction. This work presents experiments with a cascaded multimodal biometric system, which first performs
unobtrusive user authentication and requires explicit interaction only when the unobtrusive authentication fails. Experimental results
obtained for a database of 150 users show that even with a fairly low performance of unobtrusive modalities (Equal Error Rate above
10%), the cascaded system is capable of satisfying a security requirement of a False Acceptance Rate less than 0.1% with an overall False
Rejection Rate of less than 0.2%, while authenticating unobtrusively in 65% of cases.
� 2007 Elsevier B.V. All rights reserved.

Keywords: Biometrics; Multimodal fusion; Cascade

1. Introduction

Unobtrusive authentication would be convenient for
users in many situations. Effortless computer login or
opening of an office/home door, for example, would be
more convenient than touching a fingerprint sensor or
interacting with an iris recognition sensor. Furthermore,
unobtrusive authentication can be performed more fre-
quently than explicit authentication, which makes the sys-
tems more secure. If the authentication procedure
requires explicit user interaction, it is usually performed
only at login to a computer system, or during the ‘‘opening
of a door” in other access control applications. Thus, the
overall system security level decreases due to the existence
of long time periods (many hours for desktop computers

and office access control applications, and many weeks
for mobile phones) when the user is assumed to be the same
as during the authentication process, which might not be
the case. This is well illustrated by the example of mobile
phones: most of them are lost or stolen after login, when
personal data are easily accessible. Since desktop comput-
ers and mobile devices nowadays contain a lot of personal
information (such as images, contacts, plans stored in a
user calendar, messages and emails) and the services
accessed via them are becoming increasingly more sensitive
(e.g., remote transactions, telework, email exchanges with
friends, relatives, doctors, etc.), there is a growing need
to protect computer systems continuously in a user-friendly
way [1]. Similarly, office access control applications would
be more secure if the identity of visitors were verified fre-
quently and invisibly rather than through one explicit
authentication at the entrance.

Unfortunately most reliable biometric methods (such
as iris or fingerprint authentication) require explicit user
interaction, while methods which can be used for
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unobtrusive authentication (such as face, voice and gait
recognition) do not have sufficiently high recognition rates
to be used as the only means of authentication. Further-
more, the recognition rates of unobtrusive biometric
modalities are highly dependent on environmental condi-
tions: speaker recognition is vulnerable to noise, and
video-based biometrics depend on lighting. The survey
of Jain et al. [2] presents state-of-the-art error rates for
face and voice modalities under various conditions as fol-
lows: the False Rejection Rate (FRR) for face recognition
is about 10% and the False Acceptance Rate (FAR) is
about 1%, while for voice recognition the FRR is about
5–10% and FAR is about 2–5%. Multimodal fusion usu-
ally improves recognition rates, but the performance of
unobtrusive biometrics under uncontrolled conditions is
nevertheless fairly poor. In experiments with the fusing
of face and voice data, collected in uncontrolled adverse
conditions as a part of the BANCA database, for exam-
ple, the Equal Error Rate for multimodal fusion was
above 4% [3].

This paper proposes a method for reducing user effort
and at the same time keeping recognition rates within the
desirable limits. This is achieved by combining unobtrusive
user verification with a more reliable biometric modality in
a cascaded system that first attempts to perform unobtru-
sive verification and requires explicit user effort only in
cases of its failure. In an office access control application,
it would be convenient for users if the office door opened
when the user approached, requiring interaction with fin-
gerprint or iris sensors only in rare cases, e.g., if the user’s
voice changes because of flu, or when darkness in the cor-
ridor hinders face recognition. For mobile devices and
desktop computers, depending on the application require-
ments, a cascaded system could require explicit authentica-
tion either after implicit authentication has failed once or
several times; or during certain time interval; or in a certain
context, e.g., if a user opens an application which requires a
higher security level (such as a banking application or the
copying of sensitive data), or if a mobile device finds itself
in a strange location.

To the best of our knowledge, research into multimodal
biometric fusion rarely states the need to reduce user effort
as an important goal. Researchers compare the perfor-
mances of different fusion methods, e.g., trained and fixed
rules [4], and suggest novel fusion schemes such as user-
dependent fusion (learning separate models for each user)
[5,6] or fusion utilising confidence measures of modalities
[7]. Most of the work with fusion has been concerned with
parallel system architectures (using all modalities simulta-
neously), however, and unobtrusive and obtrusive biomet-
ric modalities are often used together, e.g., in experiments
with the simultaneous use of fingerprint and face modali-
ties [5,8] or the simultaneous use of audio–visual and hand-
written signature modalities [9].

Although cascaded systems have been used success-
fully in image processing tasks for improving classifica-
tion performance, it is still uncommon to use them in

multimodal biometric fusion. In the case of image pro-
cessing an improvement in performance can be achieved
by splitting a difficult problem into several easier sub-
problems and solving them one by one, by partitioning
the data set. In the work of Huang [10] this is done
by leaving negative training examples which were not
classified correctly by the current stage for the next stage.
All the stages in such cascaded systems use the same set
of features, however, unlike multimodal biometric sys-
tems, which should use different sets of features (pro-
vided by different biometric modalities) at different
stages.

In multimodal biometric fusion, cascaded systems
were initially suggested for increasing the operating
speeds of identification systems, as in the work of Hong
et al. [11], where a multimodal identification system first
finds several best matches for one modality and then
searches for the best match for the second modality only
among these existing matches. A. Jain [12] states in his
‘‘Introduction to Biometric Recognition” that in the
serial (cascaded) mode of operation ‘‘the output of one
biometric trait is typically used to narrow down the
number of possible identities before the next trait is
used”, thus showing that cascaded fusion for verification
purposes has not received much attention among
researchers.

The situation has started to change only recently, with
the suggestion by Takahashi et al. [13] of a cascaded
multimodal system, that allows users to choose the order
of the modalities, thus increasing the user-friendliness
and population coverage (people who have problems
with a certain biometric modality are free to choose
another modality first), but can also facilitate spoofing.
Takahashi et al. [13] propose a Sequential Probability
Ratio Test for use in multimodal decision fusion, and
prove the ability of the proposed method to keep FAR
within the desired limits in experiments on a database
of five people. Takahashi et al. do not, however, present
any results indicative of overall system performance (the
FRR which can be achieved with different system
configurations).

Erzin et al. [14] propose a cascaded system for improv-
ing recognition rates, in which a novel method, called an
adaptive classifier cascade, is developed for selecting the
best modalities and their order. The method was applied
to identification with audio and video data (face and lip
movement), in which separate sets of scores were produced
by five classifiers from the same audio and video stream.
The method selects classifiers according to the estimated
reliability of the modality, this estimation being based on
the assumption that a correct speaker model would create
a significantly higher likelihood ratio than any other
speaker model. The experimental results on a database of
50 persons show that the proposed fusion method outper-
forms such schemes as product rule and maximum likeli-
hood when selecting the three best out of five individual
modalities produced from audio and video data.
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The multimodal fusion experiments of many researchers
nevertheless suggest that trained classifiers (Neural Net-
works) [7,15] and simple combination strategies (such as
the Weighted Sum rule) [15,16] can achieve good perfor-
mance in multimodal fusion (although this was not tested
in cascaded systems). Such experiments also suggest that
performance of a multimodal system can be improved by
fusing the most complementary modalities rather than
those that perform best [4,17]. We therefore carried out
our experiments with trained classifiers and chose the order
of the modalities in the cascaded system according to their
availability for unobtrusive user authentication. The most
unobtrusive and invisible biometric modalities are those
based on image processing, such as face biometrics.
Another unobtrusive and easily available modality is
weight biometrics, but its performance is sufficient only
for applications dealing with a small set of users [18]. Voice
recognition is also fairly unobtrusive and easily available,
so that face plus voice multimodal biometric verification
is a suitable combination for the first stages of a verifica-
tion cascade.

Since neither face nor voice biometrics separately, nor
face plus voice fusion, has a sufficiently high performance
for many applications, the last stage of the verification cas-
cade should use a reliable modality such as fingerprint or
iris biometrics. When designing the verification cascade,
it is necessary to investigate two issues. First, what is the
difference in performance between a two-stage cascade
(which uses both unobtrusive biometric modalities at the
first stage) and a three-stage cascade which can accept users
based only on one unobtrusive modality in the first stage
and on the fusion of two unobtrusive modalities at the next
stage. The three-stage cascade can perform user verification
unobtrusively more frequently than one that has to wait for
two modality samples, but the overall performance of the
unobtrusive mode and the complete system might differ
between these two configurations. Second, if the explicit
stage modality (such as fingerprint or iris) performs much
better than the unobtrusive modalities, should the system
in the third stage use only the best modality, or should it
perform fusion of three modalities anyway? A multimodal
biometric system is assumed to have better anti-spoofing
capabilities than a single modality system, but the fusion
of a well-performing modality with ones that do not per-
form so well can degrade system performance.

We present here the results of experiments to compare
the performances of various configurations of cascaded
systems employing different fusion methods. The require-
ments for a biometric system depend on the application.
In case of a parallel multimodal system (which uses all bio-
metric modalities at once), different ratios between the
False Acceptance Rate and False Rejection Rate can be
selected: high-security applications require a low FAR
and have to accept a higher FRR, whereas low-security
applications require a low FRR and have to accept a
higher FAR. For a cascaded system, applications have a
trade-off between the system’s FAR at all stages, FRR after

the unobtrusive stage and FRR after the last stage. We
evaluated empirically how different system configurations
and fusion methods affect these parameters.

The main contributions of this paper are: (1) introduc-
tion of the idea of cascading unobtrusive multimodal bio-
metrics with a more reliable biometric modality that
requires explicit interaction, in order to increase both
user-friendliness and system security; (2) demonstration
of the feasibility of the method by means of experiments;
and (3) comparison of the performances of different system
configurations using a database of 150 persons collected in
the BioSec project [19].

Since no large multimodal biometric databases exist, the
current practice when evaluating the performance of new
fusion methods is to use fairly small databases, e.g., the
database size in paper [14] was 50 persons and that in [6]
was 75 persons. For experiments with the fusion of face
and voice data some larger databases do exist, e.g., data
on 295 persons from the XM2VTS database were used in
[4]. If fusion experiments require other biometric modali-
ties, researchers often need to combine data from several
databases, in order to create a multimodal set of scores
for each ‘‘virtual” person by taking data of one modality
from one real person and data of another modality from
another real person. Such databases consisting of ‘‘virtual”
or ‘‘chimeric” persons were used in [11,15], for example,
and the same method was also used by Snelick et al.,
who performed experiments on a database of 972 persons
[8]. It has been shown recently, however, that using ‘‘vir-
tual” persons for fusion purposes cannot appropriately
replace a dataset of real users [20]. Our experiments were
performed on a reasonably large database of 150 real per-
sons, i.e., the data for all four biometric modalities belong
to the same person in each case.

The paper is organised as follows. A short overview of
the system and the experiments is presented in Section 2.
The database, the experimental protocol and the perfor-
mances of the individual modalities are presented in Sec-
tion 3, the results of the experiments are given in Section
4 and discussed in Section 5, and finally the conclusions
are presented in Section 6.

2. Overview of the proposed method

In order to increase security levels in a user-friendly way,
we propose to perform user authentication by means of
unobtrusive biometrics first and to require explicit user
authentication only if the unobtrusive stage fails. For an
‘‘office door opening” application, explicit authentication
is needed immediately after the unobtrusive stage fails,
whereas in the case of mobile devices and desktop comput-
ers explicit authentication should be required only when an
application-dependent security risk arises (see Figs. 1
and 2). One example of a security risk might be predefined
timeout during which several attempts at unobtrusive user
verification have failed. Such a timeout can be short if the
user is working with sensitive data and longer if the user is
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just drawing diagrams, because a diagram application does
not usually present any high-security risks. Another exam-
ple of security risk can be the recognition of certain con-
texts, e.g., the opening of a banking application
(especially the start of a money transfer) or the beginning
of copying sensitive data. The security risk for a mobile
device can be considered to be lower if the device is in
the user’s home and higher in an unknown place.

Security level depends on False Acceptance Rate (FAR)
of an authentication method, while user annoyance
depends on False Rejection Rate (FRR), and applications
have a trade-off between these two types of errors. In a cas-
caded system false user rejection (in a sense of denial of
access to an application) happens only at the last stage,
because user rejection by unobtrusive stage causes just a
request for a biometric sample, see Figs. 1 and 2. (Number
of requests for biometric samples also affects user annoy-
ance, but probably not as much as access denial.) False
user acceptance can happen both at the unobtrusive stage
and at the last stage (‘‘accept” arrows in Figs. 1 and 2),
but from the point of view of security it does not matter
at which stage erroneous user acceptance happens, pro-
vided that the overall system FAR is kept within the
desired limits. We propose that applications set the target
FAR according to their desired security levels, and the sys-
tem training aims at finding optimal parameters in order to
keep the overall FAR close to the target FAR and at the
same time to minimise both overall FRR and FRR of
the unobtrusive stage.

The face modality is the most suitable for unobtrusive
user authentication with many devices and in many usage
situations. Voice modality is also a natural means of
authentication for computer users or users of mobile
devices, since most users talk in the presence of their
devices from time to time, and since a speech interface is
becoming more and more common nowadays. Accord-
ingly, a cascaded system, aiming at as unobtrusive authen-
tication of users as possible, should first try to verify the
user by one modality and then combine the two least
obtrusive modalities (face and voice), and only after that,
if needed, should it ask users to perform explicit authenti-
cation by more reliable means such as the iris or fingerprint
modality. In order to be as user-friendly as possible, the
system should require only one modality for explicit
authentication at the last stage. Thus, if no user’s voice
data are available, the system should perform authentica-
tion using only face data and then move on to a reliable
explicit modality if necessary.

Another way to perform unobtrusive user verification is
not to try to verify the user from face data but to use face
and voice data simultaneously (see Fig. 2). Depending on
the application requirements and on how frequently the
user’s speech is expected to be used, it might be feasible
to employ a ‘‘two-stage” cascade (which requires both face
and voice data at the first stage) instead of ‘‘three-stage”
system. Since the performance of a parallel multimodal sys-
tem (which uses face and voice data simultaneously for
authentication, for example) is usually better than that

Fig. 1. Operation of a ‘‘three-stage” cascaded system (fusion with voice can be skipped if no voice data are available).

Fig. 2. Operation of a ‘‘two-stage” cascaded system.
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achievable with the face modality only, such a ‘‘two-stage”
cascade should require explicit authentication for smaller
number of cases, while a ‘‘three-stage” cascade can operate
without voice data at all and should thus be suitable for the
verification of silent users.

At the last, most reliable, stage in the cascade either the
best single modality or a fusion of all available scores can
be used, depending on the performance of the best modal-
ity and its anti-spoofing capabilities. In our tests we com-
pared system performance at the last stage in two
configurations: using a fusion of all the available scores
for making the final decision and basing the final decision
on the best modality score alone.

3. Database and experimental protocol

3.1. The multimodal database and experimental protocol for

the individual modalities

The multimodal database, collected in the course of the
BioSec project, contains data on 200 persons with respect
to four biometric modalities: face, voice, fingerprint and iris
[19]. The data were collected in two sessions, after which the
project partners processed the data and produced similarity
scores for individual modalities following the Evaluation
Protocol designed by the Performance Evaluation Board
of theBioSec project.Database collection and the evaluation
protocol were designed in a user-friendly fashion, so that
only one biometric sample for each user was taken to pro-
duce a template for training the corresponding individual
modality. By the time of our experiments we had single
modality scores for the following data:

� Four face samples taken in each data collection session.
� Four iris images from the right eye taken in each session.
� Four fingerprint images from the right index finger
taken in each session.

� Four voice utterances in English taken with a web cam
microphone in each. session

With the exception of the fingerprint and iris scores,
scores of all the other individual modalities were produced
using the following protocol: first, the single modality algo-
rithms were trained and tuned on the basis of a development
set consisting of 50 users (the first and last 25 users in the
database). Second, the single modality algorithms produced
scores for the evaluation set, which consisted of the remain-
ing 150 users. The fingerprint and iris scores were produced
by the recognition methods developed earlier, without any
optimisation of the parameters. Only the scores for the eval-
uation set (150 users) were used in the multimodal experi-
ments, so that the scores for all four individual modalities
corresponded to the same real person.

The similarity scores for the individual modalities were
produced by the following BioSec partners: the face scores
were provided by the Aristotle University of Thessaloniki,
Greece, the voice scores by the Universidad Politecnica de

Madrid, Spain, the iris scores by Naukowa i Akademicka
Siec Komputerowa, Poland, and the fingerprint scores by
Alma Mater Studiorum – Università Di Bologna, Italy.
In all cases the scores were produced according to the fol-
lowing experimental protocol:

� Genuine scores: each of the samples from the first session
matched with the four samples from the second session.

� Impostor scores: the first sample from the first session
matched with the first sample from every other user in
the first session, avoiding symmetrical matches.

This experimental protocol presented difficulties for indi-
vidual modalities: the requirement that only one biometric
sample for each user should be used at the enrolment stage
did not allow any discarding of poor quality samples. This
protocol was especially difficult to follow for the iris modal-
ity because occlusion of the iris images (due to eye blinking)
happens frequently and the usual practice in iris recognition
would be to use several images at the enrolment stage for bet-
ter detection of iris occlusions and eye rotations. Conse-
quently, the poorest samples were excluded from our
experiments and the multimodal experiments were carried
out with 1100 genuine scores and 2350 impostor scores for
eachmodality. Due to the fairly difficult experimental proto-
col, the performances of the single modalities were not very
good, see Fig. 3. FAR and FRR for the single modalities
were calculated in the following way: first we set the upper
limit for a targetFalseAcceptanceRate, and thenwe selected
a threshold in such a way that the FAR for the training set
(half of the data)would be below the target FAR, but not less
than 70% of it. Using this threshold, we calculated the errors
for the test set (the other half of the data).After that the train-
ing and test setswere swapped round, the training and testing
repeated and the error rates averaged between the two trials.
The protocol and training/test data sets were exactly the
same as in the multimodal experiments, for details see Sec-
tion 3.2.

The success of multimodal fusion largely depends on
how mutually complementary the single modalities are
(whether they make errors for the same person or for differ-
ent persons). As seen in Fig. 4, the genuine and impostor
scores for the voice and face modalities overlap consider-
ably, which means that the face and voice modalities don’t
complement each other very well in our database. This pre-
sents additional difficulties for fusion. On the other hand,
such overlapping is probably closer to a real-life situation,
when a large number of people in a room can present more
challenges for both audio and image processing by increas-
ing the noise level and producing a more scattered and
occluded picture for image processing.

3.2. Algorithms and experimental protocol for the cascade

experiments

For each genuine and each impostor transaction we had
set of four scores, obtained by comparison of a biometric
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sample of one user against a sample from the same (genu-
ine score) or different (impostor score) user, so that the
scores for each single modality belonged to the same real
person. The data were divided equally into ‘‘Set 1” and

‘‘Set 2”, and the experiments were performed by first train-
ing each algorithm on ‘‘Set 1” and tested it on ‘‘Set 2” and
then training it on ‘‘Set 2” and testing it on ‘‘Set 1”, after
which the test results were averaged.

The training and testing was performed for ‘‘three-
stage” cascade in a following way: first, we set the upper
limit for a target FAR (False Acceptance Rate) for the
system and a lower limit which was selected to be 70%
of the upper limit. Next, a threshold for the first stage
of the cascade (face modality only) was selected so that
the FAR for the training set would be within the desired
limits. The persons accepted by the first stage were
excluded from the training of the next stages. The second
stage was then trained on the remaining training data in
such a way that the FAR after the two stages would fall
within the limits. (The second stage was skipped when
simulating the case of ‘‘silent users”, i.e., the system
operation without voice data.) The persons accepted at
these unobtrusive stages were excluded from the training
of the last stage, which in turn was trained so that the
FAR for the whole cascade would fall within the desired
limits. The reason for excluding persons accepted by the
previous stages from the training of the next stage was
twofold: first, training is faster with less data, which is
important for real-life applications, and second, the per-
formance of the cascaded system in the case of training
on a whole data set, which we also tested, was similar
to that achieved with the smaller amount of data (some-
times slightly better, sometimes slightly worse).

Fig. 4. Overlap of clients and impostor scores in the face (horizontal axis)
and voice (vertical axis) modalities. Black circles denote clients, grey
crosses denote impostors.

Fig. 3. Performances of single modalities at different target False Acceptance Rates, %.
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The upper limits for the target FAR were chosen in
order to test the suitability of the cascade for both high-
and low-security applications. For higher security require-
ments we selected the following group of fairly low target
FAR values: 0.1%, 0.2%, 0.4%, 0.5%, 0.7% and 1%, while
for lower security applications we selected fairly high target
FAR values: 1.5%, 2%, 2.5%, 3%, 3.5% and 4%.

Training and testing of the ‘‘two-stage” cascade was per-
formed using the same upper and lower limits for the target
FAR values, in the following way: first the unobtrusive
stage (face plus voice) was trained to achieve a FAR within
the desired limits, after which the second stage was trained
on the remaining data to achieve a FAR for the whole cas-
caded system that was within the desired limits.

The experiments with score-level fusion were performed
using the following algorithms: Weighted Sum rule, SVM
(Support Vector Machines) and MLP (Multi-Layer Per-
ceptron). In the case of the ‘‘three-stage” cascade fusion
was performed at both the second and third stages using
the same algorithm (see Tables 1 and 2 in the next section).
The TORCH library of machine-learning algorithms [21]
was used for the experiments with SVM and MLP, employ-
ing the default TORCH settings (number of hidden nodes
30, one hidden layer with Tahn activation functions for
MLP, Gaussian kernel for SVM), because we had observed
in our previous numerous experiments with TORCH that
although better performance can be achieved with other
settings, the improvement is not very significant. Also,
the algorithms do not always converge in non-default
configurations.

4. Experimental results

This section presents the system performance results
achieved with different fusion methods and in different
configurations, and compares the use of iris and fingerprint
modalities at the last stage. The configurations tested for
the ‘‘three-stage” cascade and their legends in the graphs
are presented in Table 1 and those for the ‘‘two-stage” cas-
cade in Table 2. In the case of silent users (no voice data
available) the ‘‘three-stage” cascade in practice performs
the fusion in two stages, but the term ‘‘three-stage” will
nevertheless be used below in order to differentiate this sys-
tem configuration from the ‘‘two-stage” cascade, which
always performs fusion of both unobtrusive modalities at
the first stage. In all the configurations the system was
given only one chance to perform user verification by
means of unobtrusive modalities.

Thus we tested 10 configurations of the ‘‘three-stage”
cascade and six of the ‘‘two-stage” cascade for each explicit
modality (iris or fingerprint), and also evaluated the perfor-
mance of a parallel multimodal system (which uses the
scores for three modalities simultaneously) for the iris
and fingerprint modalities. Since our main goal was to
investigate the possibilities for increasing system unobtru-
siveness without reducing security, we will not present the
performance results for the parallel system in graph form.
It should be noted, however, that our experimental results
are encouraging, in that the difference between the perfor-
mance of the parallel system and that of the corresponding
cascaded system was not statistically significant, although

Table 1
Configurations of the ‘‘three-stage” cascade tested in our experiments, and their legends in the graphs

‘‘First Stage” ‘‘Second Stage” and its legend in graph 4 ‘‘Third Stage” and its legend in graphs 5 and 6 for ‘‘talkative users” and in graphs
7 and 8 for ‘‘silent users” (second stage skipped due to absence of voice data)

Face recognition
alone

Face-voice fusion, Weighted Sum – sum3 Face-voice-explicit modality (either iris or fingerprint) fusion, Weighted Sum – sum3

Explicit modality (either iris or fingerprint) alone – not shown in the graphs

Face-voice fusion, MLP –MLP3 Face-voice-explicit modality (either iris or fingerprint) fusion, MLP – MLP3

Explicit modality (either iris or fingerprint) alone – not shown in the graphs

Face-voice fusion, SVM – SVM3 Face-voice-explicit modality (either iris or fingerprint) fusion, SVM – SVM3

Explicit modality (either iris or fingerprint) alone – SVM3LI or SVM3LF

Skipped if no voice data are available Face-explicit modality (either iris or fingerprint) fusion, Weighted Sum – sum

Face-explicit modality (either iris or fingerprint) fusion, MLP - MLP

Face-explicit modality (either iris or fingerprint) fusion, SVM - SVM
Explicit modality (either iris or fingerprint) alone – Iris or Finger

Table 2
Configurations of the ‘‘two-stage” cascade tested in our experiments

‘‘First Stage” and its legend ‘‘Second Stage” and its legend in graphs 5 and 6

Face-voice fusion, Weighted Sum – sum2 Face-voice-explicit modality (either iris or fingerprint) fusion, Weighted Sum – sum2

Explicit modality (either iris or fingerprint) alone – not shown in the graphs

Face-voice fusion, MLP – MLP2 Face-voice-explicit modality (either iris or fingerprint) fusion, MLP – MLP2

Explicit modality (either iris or fingerprint) alone – not shown in the graphs

Face-voice fusion, SVM – SVM2 Face-Voice-Explicit Modality (either iris or fingerprint) fusion, SVM – SVM2

Explicit modality (either iris or fingerprint) alone – SVM2LI or SVM2LF
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for almost the whole range of target FARs the performance
of the parallel system was slightly better. Thus, replace-
ment of the parallel system architecture with a cascaded
one is feasible.

The experimental results are presented in the figures
below. The performances of the unobtrusive mode in
various system configurations for different target False
Acceptance Rates are presented in Fig. 5. For the
‘‘three-stage” cascade we present both system performances
after the first stage, face only, and after the second stage,
face plus voice fusion, while for the ‘‘two-stage” cascade
we present the results of face plus voice fusion at the first
stage.

System performance after the last stage, i.e., after explicit
interaction with the best modality (fingerprint or iris), is pre-
sented in Figs. 6 and 7. Where the last stage in the cascade
used only the score from the best (explicit) modality, only
graphs for the best case (SVM fusion in the unobtrusive
stage) are included in the figures and not graphs for MLP
andWeighted Sum fusion at the unobtrusive stage. The per-
formance of a cascade built up of the face, voice and finger-
print modalities is presented in Fig. 6 and that of a cascade
built up of the face, voice and iris modalities in Fig. 7.

System performance when no voice data were available
during operation of the ‘‘three-stage” cascade, which actu-
ally turns into two-stage cascade in this case, is presented in
Figs. 8 and 9: the first stage is the face modality only, the

second stage is skipped and the last stage is either a fusion
of face plus iris data or face plus fingerprint data, or expli-
cit modality alone. The figures show that although the
voice modality alone performs less well than any other
modality, its use in a multimodal system improves perfor-
mance relative to a ‘‘silent mode”.

5. Discussion

The proposed method of cascading unobtrusive biomet-
rics with a more reliable biometric modality which requires
explicit interaction can serve two goals. First, it is usually
beneficial if user verification happens unobtrusively, so that
a computer login or an ‘‘open a door application” can be
performed hands-free, without taking up the user’s time
or effort. Second, frequent user authentication can increase
the security level of many computer systems, but explicit
authentication is too disturbing and normally takes place
only during login. Current state-of-the-art biometrics does
not provide means for unobtrusive secure authentication,
and this problem cannot be expected to be solved com-
pletely in the near future. Many office buildings and private
homes, for example, have already security cameras
installed which could be used for unobtrusive verification,
but the poor quality of the images and voice samples pre-
sents additional challenges. One possible solution to this
problem would be a cascaded system which first attempts

Fig. 5. Performance of the unobtrusive mode in various system configurations at different target False Acceptance Rates, %. Black boundary in the FAR
graph indicates the target FAR.
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to perform user verification unobtrusively and requires
explicit authentication only if the unobtrusive authentica-
tion fails and decision is needed immediately.

The main idea of such a cascaded system is that the sys-
tem should perform unobtrusive user verification fre-
quently and keep a history of it. If the recent history of
user verification is not successful, this situation is consid-
ered risky, and the system can ask the user to provide a bio-
metric sample of more reliable modality. The notion of
‘‘recent history” is application-dependent, so that if a user
starts a sensitive application, for example, valid unobtru-
sive verification could be necessary during last minute(s),
whereas a longer time period could be set for other appli-
cations. In this work, however, the cascade was allowed
only one attempt of unobtrusive verification before using
an explicit modality.

The present experiments were carried out with a cas-
caded system which first performs user verification by
unobtrusive face and voice biometrics; and then uses a
more precise modality, requiring explicit interaction, at
the last stage if necessary. We experimented with two
modalities for the last stage of the system, iris and finger-
print (the recognition rate of the fingerprint modality was
much higher than that of the iris modality, because our
data contained many images with iris occlusion), and with
three fusion methods (Multi-Layer Perceptron, Support

Vector Machines and Weighted Sum), and compared the
behaviour of the system in the various configurations.

A cascaded system can be designed in many ways. We
selected the order of modalities according to their availabil-
ity for unobtrusive user verification: face, voice and a
modality which requires explicit interaction (fingerprint
or iris). After fixing the order of modalities, a choice has
to be made between a ‘‘two-stage” cascade (which uses
both face and voice data at the first stage) and a ‘‘three-
stage cascade” (which first attempts to verify the user only
by face, adds the voice modality if face verification fails and
uses either all three modalities or face and an explicit
modality at the last stage). Experimental comparison of
the ‘‘two-stage” and ‘‘three-stage” cascade configurations
showed that for a group of fairly high target FARs (higher
than 1.5%) the False Rejection Rate in the last stage of the
‘‘two-stage” cascade was significantly lower than that for
the ‘‘three-stage” cascade (at the confidence level over
95%) when iris recognition and fusion by the Weighted
Sum method were used, whereas in the case of Weighted
Sum fusion for fingerprint recognition there was no statis-
tically significant difference in performance between the
‘‘two-stage” and ‘‘three-stage” cascade configurations.
The results of MLP fusion suggest better performance in
the case of the ‘‘two-stage” cascade, but this was not
always statistically significant. (Unlike the Weighted Sum,

Fig. 6. Performance of a face, voice and fingerprint cascade in different system configurations. Sum3, SVM3 and MLP3 denote a ‘‘three-stage” cascade
with the last stage based on fusion of all three modalities; Sum2, SVM2 and MLP2 denote a ‘‘two-stage” cascade with the last stage based on fusion of all
three modalities; and SVM3LF and SVM2LF denote ‘‘three-stage” and ‘‘two-stage” cascades with the last stage based on the fingerprint score only. The
black boundary in the FAR graph indicates the target FAR.
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the difference between the two configurations was statisti-
cally more significant for the fingerprint modality in the
case of MLP fusion). The difference in performance
between the ‘‘two-stage” and ‘‘three-stage” cascade config-
urations was not statistically significant in the case of SVM
fusion (for either iris or fingerprint recognition).

With low target FARs the difference in performance
between the ‘‘two-stage” and ‘‘three-stage” cascade config-
urations was not statistically significant for any of the
fusion methods used. We suggest that the choice between
these two configurations should depend on the application
and its user interface, namely how frequently a user voice
sample is available. If a target FAR of less than 0.4% is
required, for example, unobtrusive verification with a
‘‘three-stage” cascade will fail in 34.9% ± 3.6% of cases
(at the 95% confidence level), whereas with a ‘‘two-stage”
cascade it will fail in 24.7% ± 3% (at the 95% confidence
level) of cases. However, a ‘‘three-stage” cascade will verify
44.5% ± 4% (at the 95% confidence level) of cases by means
of only the first modality, which is not a small number.
(The above results were obtained with SVM fusion, but
the other classifiers show similar trends). Consequently,
although the performance of the unobtrusive mode in the
‘‘two-stage” cascade is significantly better, a ‘‘three-stage”
cascade can be used in cases when voice data are expected
to be available infrequently or not available at all.

Although the voice modality has the highest error rates
(EER about 13%), the performance of the ‘‘three-stage”
cascade in a ‘‘silent mode” (with no voice data available)
was significantly poorer than in a ‘‘talkative mode” when
combined with iris recognition and non-significantly
poorer with fingerprint recognition (see Fig. 3 for the per-
formance of the fingerprint and iris modalities alone, and
Figs. 8 and 9 for the performances of the ‘‘silent mode”
with fingerprint or iris). Nevertheless, the system perfor-
mance remains within acceptable limits, as the performance
of the ‘‘silent mode” was better (at the confidence level over
90%) than that of the best modality alone with iris recogni-
tion for a low target FAR (in a range of less than 0.1%–less
than 1%), and the performance of the ‘‘silent mode” was
also better in the case of the fingerprint modality, although
the difference was not statistically significant. For a high
target FAR, the performance of the ‘‘silent mode” of the
cascade with iris recognition was similar to that achieved
using the iris modality alone, while the performance of
the ‘‘silent mode” with fingerprint recognition was poorer
than that achieved using only fingerprint recognition for
user verification, although again the difference was not sta-
tistically significant. Thus even in a ‘‘silent mode” the cas-
cade is an advantageous system configuration because it
requires less explicit interaction than a system that does
not use unobtrusive modalities.

Fig. 7. Performance of a face, voice and iris cascade in different system configurations. Sum3, SVM3 and MLP3 denote a ‘‘three-stage” cascade with the
last stage based on fusion of all three modalities; Sum2, SVM2 and MLP2 denote a ‘‘two-stage” cascade with the last stage based on fusion of all three
modalities; and SVM3LI and SVM2LI denote ‘‘three-stage” and ‘‘two-stage” cascades with the last stage based on the iris score only. The black boundary
in the FAR graph indicates the target FAR.
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The next choice to be made in a cascaded system is
how to design the last stage: to use all three available
modalities together or to use only the best modality for
users, not accepted by the previous stages. This choice
depends on the performance of the best modality and
its anti-spoofing protection. In our tests the performance
of the multimodal system at the last stage was very sim-
ilar to that achieved using only the best modality in the
case of Weighted Sum fusion, whereas in the case of
SVM or MLP fusion the performance of the multimodal
system was better than if only the best modality was
used. For low target FARs the confidence level of this
finding was over 95% with both iris and fingerprint rec-
ognition in the ‘‘three-stage” cascade, but only 85–99%
for the iris modality and 75–90% for the fingerprint
modality in the ‘‘two-stage” cascade. With high target
FARs this finding was statistically more significant for
the fingerprint than for the iris modality in the ‘‘three-
stage” cascade and the reverse in the ‘‘two-stage” cas-
cade. Although use of only the best modality at the last
stage improved the performance of the ‘‘two-stage” cas-
cade with high target FARs in some cases, this improve-
ment was insignificant, and use of only the best modality
at the last stage in the ‘‘silent mode” also degraded the
recognition rates. This is an interesting result, because
the performance of the fingerprint modality was signifi-

cantly better than that of the iris modality (see Fig. 3),
so that one could expect that its use in the last stage
should require a different system configuration than use
of the iris modality. The experiments did not confirm
this expectation, however. We can conclude from this
result that it is feasible from the point of view of both
performance and anti-spoofing to use fusion of all three
modalities in the last stage of a high-security system even
if the best modality is significantly better than the others.
Using only the best modality in the last stage is feasible
only for low-security applications, because performance
of this system configuration with a high target FAR is
similar to that of multimodal fusion, but implementation
without fusion is easier and requires less system training.

Comparison between the classifiers used in our experi-
ments suggests SVM as the first choice for high-security
applications, as it was the only fusion method capable of
keeping the system FAR within the desired limits in most
cases. Moreover, the main reason for exceeding the target
FAR in a ‘‘three-stage” cascade with SVM in the system
was often that target had been exceeded by the first stage
(face only), while fusion had not increased the FAR any
more. The Weighted Sum rule turned out to be the least
capable of keeping the FAR below the target. On the other
hand, if security requirements are not high (keeping the
FAR within the desired limits is not crucial), the Weighted

Fig. 8. Performance of the ‘‘three-stage” cascade for silent users (no voice data available), using the face and fingerprint modalities. The first stage is the
face modality only and the second stage either a fusion of the face and fingerprint scores or the fingerprint modality only. The black boundary in the FAR
graph indicates the target FAR.
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Sum rule may be a suitable method, because in most cases
it produced the lowest False Rejection Rates. (The differ-
ence between the Weighted Sum and SVM performances
was statistically significant from the point of view of both
FAR and FRR.)

MLP appeared to produce the least predictable results.
In some cases it was capable of keeping the FAR within
the desired limits (mainly in a ‘‘two-stage” configuration
and a ‘‘three-stage” configuration with a high target
FAR), but in many cases the FAR exceeded the desired
limits with MLP. Although the difference in performance
between MLP and SVM was not statistically significant
in many cases, the unstable behaviour and longer training
times associated with MLP suggest that SVM would be a
better choice for high-security applications.

The comparison between the ‘‘two-stage” and ‘‘three-
stage” configurations showed that the ability to keep
the FAR within the desired limits was higher in the
‘‘two-stage” system, but this difference was not statisti-
cally significant in most cases. The difference between
Weighted Sum and SVM fusion in this respect was nev-
ertheless statistically significant in both the ‘‘two-stage”
and ‘‘three-stage” configurations, so that the ability of
the system to keep the FAR within the desired limits
depends more on classifier selection than on the number
of stages.

It is worth noting that the BioSec database of face and
voice scores is fairly difficult for fusion due to high rate
of overlapping between the scores for genuine users and
impostors (see Fig. 4). We believe that such overlapping
reflects the real-life situation, in that environments with
many people gathered together and moving about usually
have both a high audio noise level and a scattered back-
ground, and this makes both audio and image processing
more difficult. The protocol for the training/testing of the
single modalities in the BioSec project was also fairly diffi-
cult, because it required producing a template from a single
biometric sample only, which was especially unsuitable for
iris recognition. On the other hand, the protocol is very
easy for users to follow, because they do not need to inter-
act with a biometric sensor again even if the data are faulty.

6. Conclusions

This paper proposes cascading unobtrusive user verifica-
tion with a more reliable biometric modality that requires
user cooperation, with the aim of reducing user effort and
increasing the security of the system. Numerous experi-
ments were carried out in order to study how different sys-
tem configurations and fusion methods affect the
performance of the unobtrusive stage and of the overall
system. The unobtrusive biometric modalities chosen for

Fig. 9. Performance of the ‘‘three-stage” cascade for silent users (no voice data available), using the face and iris modalities. The first stage is the face
modality only and the second stage either a fusion of the face and iris scores or the iris modality only. The black boundary in the FAR graph indicates the
target FAR.
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examination were face and speaker recognition, and the
more reliable biometric modalities tested were fingerprint
and iris recognition.

Since our main goal was to investigate the possibilities
for increasing system unobtrusiveness without reducing
security, we do not present here a detailed comparison of
the performance of a cascaded system with that of a paral-
lel system (which uses all three modalities simultaneously
and thus always requires explicit user interaction). In brief,
the performance of the parallel system was usually better
than that of the cascaded system, but the difference was
not statistically significant.

The comparison between the performance of a cascaded
system and that of a system which verifies users only by
means of an explicit modality shows that in most cases
(especially with high-security requirements) the perfor-
mance of the cascaded system was significantly better.
The comparisons between the fusion methods tested
(SVM, MLP and Weighted Sum) and between using fusion
and using only the best modality in the last stage suggest
that the best method for high-security requirements is
SVM fusion at all stages, while simple system configura-
tions (such as Weighted Sum fusion at all stages, or even
using only the best modality at the last stage) are better sui-
ted for low-security requirements, which is also a good
result from the point of view of ease of deployment.

The comparison between a ‘‘three-stage” cascade and
a ‘‘two-stage” cascade suggests that the performance of
the last stage of a ‘‘two-stage” cascade is significantly
better with a high target FAR, whereas the difference
was not statistically significant with a low target FAR.
Unobtrusive verification is significantly better in a
‘‘two-stage” cascade but nevertheless it is still feasible
using a ‘‘three-stage” cascade if a speech input is
expected only infrequently or not at all. The choice
between a ‘‘two-stage” and a ‘‘three-stage” system should
depend on how frequently user voice data can be
expected. Although the performance of a cascade in
‘‘silent mode” was poorer than that of any other cascade
configuration, it was not significantly different from the
performance of the best (explicit) modality alone.

Despite the fairly poor performance (EER above 10%)
and high overlap of errors of unobtrusive modalities, the
proposed method has proved to be able to satisfy both
high- and low-security requirements. Even if the system
requirement was a very low False Acceptance Rate of
less than 0.1%, the ‘‘two-stage” cascade was able to ver-
ify the users unobtrusively (by face and voice fusion) in
64.7% ± 2.4% of cases, while the False Rejection Rate of
a complete system was 0.18% ± 0.12%. In lower security
settings (say an acceptable FAR of 1.5%) the False
Rejection Rate achieved by the unobtrusive mode was
12% ± 1%; while that of the complete system was
0.09% ± 0.09% (almost nobody would be rejected
erroneously).

To conclude, the results presented here represent the
first study of a multimodal cascaded biometric verification

system, proposed with the aim of reducing user effort, and
address the pros and cons of different configurations. The
experimental results confirm the feasibility of the proposed
method from the point of view of both its overall perfor-
mance in relation to high- and low-security requirements
and its ability to reduce user effort.
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Abstract 

 
This work presents a software framework for real 

time multimodal affect recognition. The framework 
supports categorical emotional models and 
simultaneous classification of emotional states along 
different dimensions.  The framework also allows to 
incorporate diverse approaches to multimodal fusion, 
proposed by the current state of the art, as well as to 
adapt to context-dependency of expressing emotions and 
to different application requirements. The results of 
using the framework in audio-video based emotion 
recognition of an audience of different shows (this is a 
useful information because emotions of co-located 
people affect each other) confirm the capability of the 
framework to provide desired functionalities 
conveniently and demonstrate that use of contextual 
information increases recognition accuracy. 

1. Introduction 
Existing works on multimodal affect recognition 

largely fall into two categories: first, thorough offline 
studies (the work [1] presents a recent survey on audio-
visual affect recognition); second, real-time interactive 
applications developing an affect recognition method for 
a particular task (as in the work [2]). We have not found 
works presenting multimodal fusion software for real 
time affect recognition, which would allow to adapt on 
the fly to changes in data availability, environments, 
users and application tasks (e.g., to take into account 
that same emotion may be expressed differently if a 
person is talking to a boss than if he/she is talking to a 
spouse) and in the same time to utilize diverse methods 
of increasing recognition accuracy. Some of the listed 
above functionalities are provided by generic machine 
learning libraries, but these libraries suit mainly for 
offline comparison of reasoning methods [3].  

Context recognition and adaptation to users and 
contexts is an actively developing research area, but 
again adaptation is usually done in an application-
specific manner. This research provided methods to 
recognize diverse situations automatically, for example, 
to use address book of a phone for distinguishing 
between calls to a boss and to a spouse; to acquire user 

location via GPS and services providing coordinates of 
main points of interest such as museums, concert halls, 
stadiums etc; other information about user situation 
(such as a formal dinner with business partners vs. a 
party with friends) can be acquired from a personal 
calendar [4]. Consequently, it becomes possible to use 
context in affect recognition, but the survey [1] stated 
the need to take into account context of expressing 
emotions as an important, but rarely addressed issue. 
Dynamics of emotional states was listed as another 
important issue.  

This work presents a software framework allowing to 
deal with these and other important issues with a little 
configuration effort, and the experiments with using the 
framework for audio-visual recognition of emotions of 
an audience in different contexts. Emotion recognition 
of an audience may be useful for interactive 
installations, for giving a prize of audience preferences, 
for memory aid tools and also because emotions of 
surrounding people affect emotions of an individual. For 
example, liking or dislike of others affect personal mood 
if a person watches TV in a company [5]. 

2. Current Trends in Affect Recognition 
Approaches to emotion recognition differ, first, in 

choice of emotional models. Use of categorical models 
is a more common approach because such models are 
used by humans in daily life and thus labelling of 
collected emotional data with categorical models is quite 
natural. Categories used by different researches include 
some (or none) of basic Ekmanian emotions (joy, 
sadness, fear, anger, surprise and disgust) and/ or some 
other categories such as frustration [6] or boredom [7]. 
Choice and number of categories depend on the 
application goal, for example, the work [8] aims at 
distinguishing between two emotional categories only 
(fear and neutral) for surveillance purposes. Another 
approach is to use dimensional models, such as PAD 
(Pleasure/ Arousal/ Dominance) model, but labelling of 
emotional data with dimensional models is more 
difficult and thus either non-trainable fusion rules are 
used [2] or special training of annotators is required 
before labelling [1]. Labelling can be also simplified to 
classification into selected sectors (e.g., positive/ 
negative, low/ mid/ high) at the expense of information 
loss [1].  
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Second, approaches to multimodal emotion 
recognition differ in choice of fusion methods: fusion 
can be performed on decision level [9], that is, each 
modality outputs a “final” category and these outputs 
are fused, for example, by voting. Majority of works on 
multimodal fusion uses lower-level fusion methods, so 
that each modality outputs one of modality-dependent 
classes and/or scores (for example, one modality outputs 
“sitting upright” posture class, and another one – a skin 
conductivity value [6]), and these outputs are further 
combined to produce a “final” emotional category. 
Fusion can be also done on even lower feature level, that 
is, sets of features of all modalities are concatenated into 
one vector, and this vector is fed into a classifier to 
obtain a “final” category [7]. Third, different reasoning 
methods can be used for fusion: SVM or decision tree 
[7], Gaussian process classification [6] and many others. 

Forth, some works on emotion recognition proposed 
to detect transitions between emotional states, for 
example, to distinguish between onset, apex and offset 
of emotional states [10]. Thus, it is needed to reason 
along timeline (on the data at different time moments). 
Reasoning along timeline can be useful also for 
synchronizing data of different modalities [7] and for 
detecting long-lasting emotional states, for example, 
long-lasting frustration of a student [6].  

Last but not least, recently it was proposed to use 
context in emotion recognition, such as a state of a 
tutoring dialogue [11] or situation of a person, because 
same emotions may be expressed differently under 
pressure to be formal, as in a court, and in relaxed state, 
as in a party [12]. Also cultural differences in perceiving 
and expressing emotions exist [13].  

Furthermore, studies into multimodal fusion and 
machine learning in other domains suggested several 
other ways for improving recognition accuracy, for 
example, biometrics-based personal authentication was 
improved by employing user-dependent fusion models 
in the work [14]. A well-known method to increase 
accuracy is to employ classifier ensembles [15]. This 
method aims at overcoming the problem that none of 
existing machine learning algorithms outperforms the 
others with all data, and it works as follows: first a large 
set of algorithms, called classifier pool, is trained on one 
part of available data and validated on another part. 
Then, depending on the validation results, an 
appropriate subset of the trained algorithms is selected 
at the moment of fusion. Such a subset (called classifier 
ensemble) can include one or more members and can be 
selected in different ways. 

3. Fusion Framework Implementation 
The overview of functionalities, used in different 

multimodal fusion approaches, is presented in Fig. 1: 
some researchers employ fusion directly on feature 
vectors (that is, no optional grey blocks are used), while 
others employ first or second blocks (e.g., when input 
components are developed separately). The third option, 
reasoning along timeline, is used less commonly.       

 
Figure 1: Overview of multimodal fusion for affect 
recognition. Grey boxes denote optional elements; each of 
these elements may or may not be included into processing. 
Grey box “Extras” denotes any additional information used, 
e.g., results of offline testing for selecting an appropriate 
classifier ensemble, user’s location, task, nationality, ID etc. 

 
In order to provide possibility to flexibly combine 

functionalities, listed in the previous section and shown 
in Fig. 1, we implemented a software framework with 
the architecture presented in Fig. 2. Currently the 
framework supports only categorical emotional models 
because they provide intuitive labelling and a freedom 
to choose any application-specific set of categories and 
thus are most commonly used [1], but classification can 
be done along several dimensions simultaneously, thus 
providing support for PAD models annotated by discrete 
values. AND/ OR fusion rules, provided by the 
framework, are useful only for decision-level or class-
level fusion for classification with categorical models, 
but other implemented fusion methods, Weighted Sum 
and SVM (Support Vector Machines, we use its 
implementation in TORCH library [16]), can be used at 
any level of fusion and can be extended to support 
continuous dimensional models. 

 

 
 

Figure 1: Architecture of the fusion framework. 



 

3.1. Initial configuration and generic blocks 
Initial configuration is essentially creation of models 

which will be used for fusion. All provided fusion 
methods (AND/ OR rules, Weighed Sum and SVM) can 
be trained by optimizing errors on training data. Except 
for SVM, all other fusion methods can be also used 
without training. Combining several trained and fixed 
methods together is also possible, for example, 
combining several SVM or SVM with AND/OR rules.  

One of the main generic building blocks of Fusion 
Framework is Model Parser: it reads templates of 
trainable models from template files at training stage 
and ready (non-trainable and already trained) models 
from model files at fusion and test stages and chains the 
methods in the specified order depending on the found 
keywords (such as “IF”, “THEN”, “SVM”, “AND”, “>” 
etc). The actual functionality of the fusion methods and 
storage of all their parameters (weights and thresholds, 
for example) are implemented within the second generic 
building block, called Classifier Interface. 
Consequently, for specifying the desired fusion 
functionality it is needed either to create appropriate 
template files and to train them, or to write models by 
hand. In some cases pre-processing is required before 
training and testing, so it is needed to choose from the 
provided pre-processing functions for combining 
asynchronous data of different modalities and/ or for 
data normalization and to place these functions at the 
start of the methods chain.  

For training and testing it is also needed to specify a 
function for calculating the error cost. This is done 
within one of the core building blocks of initial 
configuration, called Error Calculator. Training aims at 
minimizing the cost function (it can be a weighted sum 
of misclassifications of each class, for example, where 
weights represent class importance) while satisfying 
additional constraints, for example that number of 
misclassifications of some class should not exceed an 
application-dependent target value. Although there is no 
guaranteed way to achieve a desired trade-off between 
misclassification rates of different classes in multi-class 
classification problems (especially if number of training 
samples differs for different classes, which is often the 
case), using cost functions is a popular approach to this 
problem [17]. Choice of cost function affects the choice 
of another core building block of initial configuration, 
Error Optimizer, an algorithm for minimizing the 
chosen cost function. Finding SVM model requires 
solving quadratic optimization problem (implemented in 
TORCH [16]). Different trade-offs between 
misclassification rates of different classes can be 
achieved by varying penalties for misclassification of 
positive and negative examples. Finding optimal 
weights and thresholds for other methods is done with 
differential evolution method [18]. 

Templates of trainable fusion models include fusion 
methods, input modalities and output modality, where 
input modality can be any feature value or a class score:  

IF speech1 > X 
AND audio_volume2 > X 
THEN FusionResult=excited 

In the example above “speech1” denotes a score of 
recognising class “speech” by method number one (such 
as by a particular microphone or a particular audio 
processing algorithm – there may be many microphones 
or audio processing algorithms employed). Users can 
choose any string for naming input and output 
modalities. The keyword “X” denotes that this value 
should be searched during training; “X” is used always, 
although actual values will differ from each other after 
training, when this template will turn into a model:  
IF speech1 > 0.7 
AND audio_volume2 > 0.8 
THEN FusionResult=excited 

Such model can be also written by hand, for example, 
decision-level models don’t require training. 

As emotion recognition with categorical models is a 
multi-class classification task, all models are trained in 
“one against all” fashion, and templates need to be 
written for recognizing each emotional state (e.g., “final 
result” in Fig. 1). Input modalities and fusion methods, 
used for recognizing different emotional states, may be 
different, for example, a template for recognizing “user 
approval” state can look as following: 
IF SVM(clapping, audio_volume2) > 0 
OR SVM(laughing, smiling) > 0 
THEN FusionResult=approval 

Training according to this template results in two sets 
of support vectors – one set for each SVM.  

It is possible to create either a set of models (classifier 
pool) or just one model for recognizing each state. After 
models are created, they can be described by a list of 
descriptors including error rates (useful for selecting a 
classifier ensemble), user nationality or ID, context in 
which these models are valid (for example, user task or 
formal vs. informal situation) and anything else useful 
for model selection at the moment of fusion. Confusion 
matrix, test data size and modalities are automatically 
added to a model description during testing, and other 
descriptors can be added manually. An example of 
model description, stored together with each model, is: 
Modalities: audio_volume2, clapping, 
laughing, smiling 
Test data size: 410 
User Nationality: 11 
User Situation: concert/theatre 
Confusion Matrix: 
     approval disapproval neutral total 
approval     72       8        20     100 
disapproval   5      95        10     110 
neutral      10      10       200     220 

In the example above only three emotional states are 
listed, but the framework supports any number of output 
classes, as well as any number of input modalities.  

 Models for reasoning along timeline are created and 
described in a same way as fusion models, with just one 



 

difference: time intervals (in seconds) between events 
should be defined. For example, a primitive model for 
detecting onset of user anger can look as following: 
IF neutral > 0.8 
AND NEXT (0-10) angry > 0.7 
THEN TimelineResult=anger_onset 

Expression “angry > 0.7” denotes that confidence in 
recognizing “angry” state should exceed 0.7. 

Additionally, reasoning along timeline can be done by 
voting among results within some (usually small) time 
window. We added this option after the first version of 
the framework was developed for two-class recognition 
problems and tested in a simulated task of continuous 
biometric verification [19]. After these first tests we 
significantly simplified chaining of different framework 
functionalities, and now specifying that reasoning along 
timeline should be done by voting requires only setting 
of two parameters in the framework configuration file, 
the interpretation method and the voting time window: 
Interpretation: voting 
InterpretationVotingInterval: 0.1 

After the first tests the framework was also extended 
to multi-class multi-dimensional problems in order to 
provide simultaneous classification of inputs along 
several dimensions, for example, to estimate at the same 
time level of pleasure (e.g., neutral, approval or 
disapproval) and level of excitement (e.g., low, mid or 
high) – the option valuable for emotion recognition 
because often it is easier to detect excitement then to 
estimate level of pleasure, and thus in one-dimensional 
classification information regarding pleasure may be 
lost due to relatively low confidence in it. Specifying 
multi-dimensional classification is also an easy task: the 
dimension is the model term between the keywords 
“THEN” and “=” (the examples of fusion models above 
are all along the only dimension “FusionResult”, 
while two-dimensional classification would be 
performed if in some models the term “FusionResult” 
would be replaced by the term “Pleasure” and in other 
models – by for example the term “Arousal”. 

After the first tests we also improved real-time fusion 
functionalities, described in the next section, provided 
easier to use options for on-the-fly adaptation of fusion 
and added pre-processing (such as combination of 
asynchronous data, normalization etc) functionalities for 
training, testing and real time fusion stages.  

3.2. Fusion 
As Fig. 2 shows, fusion framework interface towards 

individual modalities is very simple: each time when 
new data is available, it should be put into Fusion Buffer 
using Add Data function. Data is added in a format 
“modality name – value – confidence in this value”, 
which allows to have as many modalities as users want 
and to use confidence in reasoning. Interface towards 
applications is also simple: a function for selecting 
models for fusion and for reasoning along timeline, 

called Anytime Model Selector, and functions Get 
Fusion Result and Get Timeline Result that return a 
corresponding result and a confidence in this result. It is 
also possible to configure diverse fusion parameters: to 
select pre-processing options; to specify confidence 
thresholds and time intervals for keeping the data in 
each buffer; to chose how to combine outputs of 
different models (e.g., by voting or by weighted sum).  

Fusion is performed continuously (triggered by new 
data arrival) on the data stored in a Fusion Buffer by 
models selected by Anytime Model Selector. Results of 
continuous fusion are stored to Timeline Buffer, and 
reasoning along timeline is performed, also 
continuously, on the data in this buffer by models 
selected by Anytime Model Selector or by voting.  

Anytime Model Selector provides a convenient way 
to adapt to diverse contexts and to select classifier 
ensembles for improving recognition accuracy or for 
satisfying specific application requirements. For 
example, if emotion recognition from speech is running 
on a user’s mobile phone, adaptation to context can be 
done by using a model for “informal situation” if a 
person calls to a spouse, and by switching to another 
model for “formal situation” at the next moment if the 
person answers a phone call from his/ her boss.  

Anytime Model Selector also provides a convenient 
way to improve recognition accuracy and/or to adapt to 
application requirements by selecting a subset of models 
that have shown the best accuracy for currently 
available modalities, currently most confident 
modalities or current values of the modalities: selection 
of models according to specifics of each data sample 
(called dynamic classifier selection) is one common way 
to increase accuracy [15]. If by some reason a certain 
subset of emotional states is currently more important 
for an application than the other states, Anytime Model 
Selector allows to choose the models that have shown 
the best accuracy in recognizing these particular states. 
It is also possible to select models with a desired set of 
modalities if an application has higher trust in them.  

When an application calls Anytime Model Selector, it 
submits a list of descriptors that are compared to model 
descriptors one by one, and at each step models 
matching next descriptor are selected from a group of 
previously selected models. Output Combination block 
combines outputs of all selected models by either voting 
or weighted sum of the normalized scores. 

4. Experiments 
We validated the fusion framework in the tests on 

audio-video based emotion recognition of an audience in 
three contexts: in a theatre, circus and a sport event. We 
tested, how much effort is required to get the desired 
functionalities (to change a parameter in a framework 
configuration file, to call some function or to write a 
piece of code) and to create models, and whether real-
time processing of video and audio data, model selection 
and fusion of asynchronous data work together 
sufficiently fast. In the experiments we attempted to 



 

differentiate between the following situations:  
• audience waiting for a start of a show 
• audience leaving a show (e.g., during a break) 
• moderate approval of a show 
• strong approval 
Recognition of the last two situations is the main goal 

if an application is interested in evaluating degree of an 
interest of the audience, and it is needed to distinguish 
between these two situations and the first two situations 
that do not allow to evaluate, whether the audience liked 
or disliked the show (and thus we consider them as a 
neutral state of an audience). Naturally an interactive 
application needs also to recognize an audience’ dislike 
of a show, but we were not able to find such data. 

4.1. Data and individual components 
For this study we used shots of audience found in 

movies and TV programs. We found shots of three 
contexts: in a concert, in a circus and in a basketball 
match. For each context we were aiming at 
distinguishing between three emotional states: neutral, 
moderate approval and strong approval. We also found 
shots showing how an audience leaves a show, but only 
in a concert hall. As an audience is almost never shown 
for a long time, each shot lasted for few seconds. 
(During a match an audience can be shown for longer 
time periods, but most of the time a commentator is 
speaking and thus shots of audience’ emotions without 
the commentator’s voice are not long either.) We found 
5-10 shots of each emotional state for each context, for 
examples see Fig. 3. The smallest number of shots was 
found for “strong approval” of a concert and “leaving a 
show” situations.  

 

 
 
 
 
 
 

 
In the tests we projected the shots to a screen and 

used a web camera facing the screen as video input and 

a microphone as audio input. Data projection decreases 
quality of video input, but the problem of emotion 
recognition from faces in a crowd is not solved by the 
current state of the art algorithms anyway and thus from 
video data we used only the optical flow – amount of 
motion at some moment of time compared to the 
previous moment (all shots were taken by still cameras). 

The video analysis component is based on the widely 
used OpenCV library [20] and performs several types of 
processing and analysis on the live video in parallel. The 
optical flow of the video stream is calculated as the 
average of motion vectors estimated for each image 
pixel over a small region around them, representing the 
average overall motion in the scene at any given time -- 
and not considering the movement of any one object in 
particular. The component also provides the face 
detection functionality, based on the Viola-Jones rapid 
object detection algorithm [21], so in a future we plan to 
acquire better quality data and to use a ratio between the 
number of faces detected and the optical flow as more 
reliable indicator of the audience’ activities. 

In our tests optical flow of “strong approval” during a 
basketball match was much greater than in any other 
situation and appeared to be a fairly reliable indicator of 
this situation. Optical flow of “leaving a show” situation 
was fairly similar to that of “moderate approval”, but 
greater than that of a “waiting of a show start” situation. 

Our audio processing component processes live audio 
and outputs the frame power and the classification 
result. It classifies the audio stream into eight classes: 
silence, speech, music, variable and constant noise, 
whistling (e.g., for recognition of disapproval in a sports 
match), applauding and clapping (applauding by a few 
persons only). Audio classification is based on HMM 
(Hidden Markov Models, we use the implementation in 
TORCH library [16]) because HMM is a trade-off 
between accuracy and computational cost and can be 
well applied to live audio analysis due to its short 
response time. 29 Mel-frequency cepstral coefficients 
are calculated using 20 ms time window and fed into 
HMM models of each class. Class models were trained 
beforehand on a separately recorded data (mono, 16 bits, 
16 kHz sampling frequency) so that number of HMM 
states, number of Gaussian mixtures and parameters of 
each class model were optimised for recognising this 
class. 

Power of an audio signal can be used as an indicator 
of level of excitement of an audience, but it does not 
allow distinguishing between positive and negative 
excitement, let alone occasional noises. The power of 
applauding is a reliable indicator of positive interest, 
though. Recognition of speech and music classes may 
allow to postpone emotion recognition until sounds from 
other sources than audience (such as commentator’ 
speech in a sports match or music in a concert) cease. 

Audio component classified “strong approval” and 
“moderate approval” states in a context of a sport match 
as “variable noise” (there were no applauding indeed), 
and “leaving a show” also as “variable noise”. “Strong 

Figure 3: Examples of video shots in the database:
“moderate approval” state is presented in the left, “strong
approval” – in the right. For each emotional state the top
example shows an audience in a concert hall; the middle one
– in a sports match; the downmost one– in a circus.  



 

approval” of a circus audience was classified mainly as 
applauding, but also as “variable noise” and “clapping”. 
“Moderate approval” of a circus audience was classified 
as “clapping” mainly, but also as “variable noise” and 
“speech”. Audio classification in a concert appeared to 
be the most difficult task as this audience is the least 
expressive one: “strong approval” state was classified 
partly as “clapping” and partly also as “speech”, while 
“moderate approval” – mainly as “speech”. “Waiting for 
a show start” situation was partly classified as “speech” 
(sometimes viewers talked to each other indeed) and 
partly as “silence” or “variable noise. 

4.2. Fusion 
In order to test the functionalities of the fusion 

framework, we created models using half of the 
available data and logged results of real-time processing 
of the other half of the data. We attempted to distinguish 
between the four above-listed situations with context-
independent models (SVM trained on the merged data 
of all three contexts: concert, circus and match and 
using a merged feature vector of all audio classes, power 
of audio signal and strength of optical flow) and with 
context-dependent models:  AND rules created for each 
of three contexts separately, using own set of modalities 
for each context. We did not use SVM for context-
dependent classification because even amount of 
merged data for context-independent classification was 
fairly small for SVM training, and we did not use AND 
rules for context-independent classification because 
accuracy of SVM is usually much higher than that of 
AND rules. Models were first trained and then tested, 
and after that ensembles of the best models were used in 
fusion. The capability of the framework to employ 
classifier ensembles was found to be important in these 
tests, while attempts to use the only model per situation 
resulted in very low classification accuracy because 
none of situations was associated with the only audio 
class and because of random delays in video processing.   

As audio and video components are not fully 
synchronized, fusion is done each time when new data 
of any of modalities arrives, using most recent data of 
all modalities stored in a fusion buffer. (The term 
“modality” here denotes either one audio class or power 
of audio signal or optical flow; that is, altogether we had 
nine modalities). The overall classification of a shot is 
done by reasoning along timeline and depends on how 
many times fusion resulted in this class.  

Table 1 presents the results of classifying the test 
shots and shows that “strong approval” in “sport” 
context was the easiest situation to classify for both 
generic and context-dependent fusion models. For the 
majority of other situations context-dependent models 
have shown higher recognition accuracy despite that 
AND rule is a fairly primitive fusion method. 

 
 

5. Conclusion 
This paper presented a framework for multimodal real 

time fusion and the experiments of using this framework 
for multimodal recognition of emotional states of an 
audience. Existing works on emotion recognition are not 
targeted at recognizing emotions of an audience despite 
that emotions of co-located people affect each other [5] 
– probably because current video processing algorithms 
do not recognize facial expressions even of one person 
in realistic settings [1], not to speak about many faces in 
a crowd. We found recognition of selected emotions of 
an audience to be an interesting task which allowed us 
to test diverse functionalities of the fusion framework. 
Although we were not particularly aiming at developing 
a method of recognizing emotional states of an 
audience, we think that the achieved recognition rates 
are not too bad considering that the video component 
provided only optical flow and that audio classification 
by the audio component was not always in agreement 
with a human perception.  

Furthermore, as video data in our experiments was of 
low quality and as we used fairly lightweight video and 
audio analysis methods, as well as simple fusion 
methods, we think that the presented method can also 
work on mobile devices, exploiting their context 
recognition capabilities together with their capability to 
provide accelerometer data for affect recognition.  

However, the main goal of the experiments was to 
test whether the framework provides all desired 
functionalities in a fairly convenient way. The 
experiments confirmed that the framework easily adapts 
to whatever input data is available; allows to flexibly 
combine feature-level, class-level and decision-level 
fusion methods; to reason on data along timeline and to 
select appropriate classifier ensembles in real time 
depending on contexts of emotional behaviour and test 
accuracy. The main goal of the framework development 

Table 1: Confusion matrix presenting percent of correct 
recognition of four situations in three contexts: “SA” stands 
for “strong approval”; “MA” – for “moderate approval”, 
“WN” – for “neutral, waiting” and “L” – for “leaving, 
neutral” states. “G” stands for generic and “C” – for context-
dependent models. 



 

was not to invent any new fusion or classifier ensemble 
selection methods, but to provide means to experiment 
with diverse methods in real time settings with no or 
very little programming effort and this way to facilitate 
research on affect recognition. The tests have shown that 
configuring the majority of desired functionalities is 
easy: it requires either to write a model template or to 
set a parameter in the framework configuration file.  

Although currently adding a new pre-processing 
functionality requires writing a function, and choosing 
existing normalisation functionality requires writing 
several lines of code (currently there are no parameters 
for it in the framework configuration file), it is a fairly 
little effort and in a future will be further reduced. 
Integration of other reasoning methods is also simplified 
due to the modular framework structure. 

The experiments have confirmed that adaptation to 
context increases recognition accuracy and that 
employing classifier ensembles for class-level fusion is 
essential when emotional states can not be associated 
with the only class. As use of context and dynamics of 
emotional behaviour are important issues in affect 
recognition [1], we consider the framework capability to 
provide these functionalities in a convenient and flexible 
way as an important advantage. Adaptation to 
application requirements (for example, choosing a trade-
off between recognition errors of different emotional 
states), although not tested in this work, can be another 
useful feature. Although it may be needed to store a 
fairly large set of fusion models in case of adaptation to 
many different situations, search for fusion models is 
fairly fast.  

Currently the framework capability to reason on 
dynamics of data is not so advanced, but the architecture 
of the framework allows integration of other methods of 
temporal (along timeline) and instant (parallel) fusion. 
Future work includes integration of Hidden Markov 
Models for reasoning along timeline, even though HMM 
can not always outperform simpler methods [7]. Apart 
from integrating more fusion methods, future work 
includes research on dealing with errors of input 
components. Currently fusion framework allows to use 
confidence in inputs in reasoning, but it does not 
significantly reduce the number of misclassifications 
because the confidence in them can be fairly high. How 
to deal with erroneous inputs is generally a challenging 
problem of multimodal fusion, and there are not so 
many solutions proposed. 

Despite that the problem of creating appropriate 
fusion models for each task is the responsibility of 
application developers (and will remain so in a near 
future because this is a global problem in machine 
learning, mainly solved by trial and error approach), the 
tests presented in this work are encouraging enough to 
apply the framework also to other fusion tasks. 
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Intelligent computer applications need to adapt their behaviour to contexts and users, but conventional classifier adaptation
methods require long data collection and/or training times. Therefore classifier adaptation is often performed as follows: at design
time application developers define typical usage contexts and provide reasoning models for each of these contexts, and then at
runtime an appropriate model is selected from available ones. Typically, definition of usage contexts and reasoning models heavily
relies on domain knowledge. However, in practice many applications are used in so diverse situations that no developer can predict
them all and collect for each situation adequate training and test databases. Such applications have to adapt to a new user or
unknown context at runtime just from interaction with the user, preferably in fairly lightweight ways, that is, requiring limited
user effort to collect training data and limited time of performing the adaptation. This paper analyses adaptation trends in several
emerging domains and outlines promising ideas, proposed for making multimodal classifiers user-specific and context-specific
without significant user efforts, detailed domain knowledge, and/or complete retraining of the classifiers. Based on this analysis,
this paper identifies important application characteristics and presents guidelines to consider these characteristics in adaptation
design.

1. Introduction

As was observed in [1], conventional data mining is driven by
academic interests (e.g., the development of innovative algo-
rithms) rather than by practical considerations. At the same
time its applications need to account for the whole process
of solving real-world problems, including user interactions
and influence of environmental factors. Just the same holds
for classification: for example, research into classification
methods for pervasive computing largely focused on datasets,
collected in research labs or environments, occupied by
researchers, and ignored diversity of real-world settings [2].
Systems’ evaluation should be alsomore realistic; for example,
not only accuracy should be assessed but also the amount of
efforts/resources, spent to achieve this accuracy, should be
measured [3].

This paper focuses on practical solutions for runtime
situational adaptation of classifiers in cases,where context-

independent reasoning either notably decreases the system
accuracy or causes considerable users’ discontent. Multiple
existing surveys of reasoning methods in various research
and application areas, for example, [4–7], to cite only a few
most recent ones, either do not discuss context adaptation
at all or do not distinguish lightweight context adaptation
methods from less practical ones. Contrastingly, our review
below focuses on techniques, proposed for adaptation to
large varieties of users and contexts and requiring neither
significant explicit interaction efforts nor detailed domain
knowledge. We analyse influence of various context types
on classification methods and suggest which adaptation
techniques better suit different types of changes in user and
system behaviour. The obtained recommendations can be
beneficial for designing adaptive systems in frequent practical
cases where the successful adaptation could be notably
helpful for the users, while the unsuccessful one would not
cause serious problems.
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The paper is organised as follows. Section 2 discusses lim-
itations of the conventional adaptation approaches; Section 3
presents an overview of the lightweight adaptation; and
Section 4 details and compares approaches, proposed in the
selected research areas. Recommendations on designing the
adaptation and concluding remarks are presented in Sections
5 and 6, respectively.

2. Limitations of Conventional
Adaptation Approaches

The majority of classification systems do not provide for
diversity of real-life situations.Often, classifiers are developed
for the only usage context and heavily rely on knowledge
about specifics of this target context, acquired ad hoc from an
expert and applied to solutions that can hardly adapt to new
conditions [7]. For example, event detection in multimedia
analysis systems is often based on recognising small sets of
context-specific sounds or visual objects [8–10] and hence
reducing dependency of multimedia analysis systems on
domain knowledge is a serious challenge [11, 12].

Most common approach to context adaptation is to
specify typical situations at design time, to develop a separate
classification model for each of these situations, and to define
mappings between the situations and corresponding classi-
fication models. Then at runtime these mappings are used
for model selection. For example, affect recognition systems
utilised separate classification models for females and males
[13, 14] or for silent and talking users [15], whereas recom-
mender systems employed different reasoning strategies for
heterogeneous and homogeneous groups [16, 17]. Similarly, a
physical activity recognition system in [18] recognised eight
predefined contexts and then selected classification models
to recognise sets of context-specific activities: for example,
“typing”, “sitting,” and other activities in a “lab” context
were recognised by one set of classifiers, while “sleeping,”
“eating,” “sitting,” and other activities in “home” context were
recognised by a different classifier set. However, this approach
allows only a coarse adaptation and fails in contexts which
were not predefined (e.g., real life is not limited to the eight
contexts, selected in [18]) and when humans do not behave
according to expectations of system developers (as is often
the case); for example, emotion expression of a reserve female
may be closer to males’ ways, and activities may be not so
strictly linked to places (e.g., “typing” activity may occur not
only in a “lab” context if a person often works at home, in
airplanes, etc.).

Accounting for personal differences, social rules, and
etiquette is said to be an important goal for recommender
systems [19, 20], interactive systems [21, 22], and affect
recognisers [23]. Adaptation of information retrieval sys-
tems to personal differences has also gained more attention
recently [24]. But social rules and personal differences are
not strict, are difficult to formulate, and vary significantly
depending on person’s culture and age. Other examples of
elusive contexts are personal goals (e.g., search intents) and
variations between environments. Due to the latter, adapting
the model to new scenes is listed among the most significant

challenges for intelligent environments [2, 25]. As it is
virtually impossible for application developers to predefine all
usage contexts of their applications [22], adaptation should be
performed at runtime using context-specific data.

Recently, involvement of the end users into runtime
adaptation process has gained importance [4, 22]. Unfor-
tunately, conventional learning methods do not suit well
this purpose. Conventional supervised learning methods
require too large datasets for each context to acquire from
end user [26], whereas conventional unsupervised and
semisupervised methods often employ domain knowledge-
based assumptions, which may not hold in all contexts
[26]. Furthermore, unsupervised and semisupervised learn-
ing schemes favour statistically dominant patterns and thus
cannot adapt easily to peculiarities of elusive contexts.

Therefore the runtime context adaptation requires devel-
oping methods, capable of learning from small amounts
of explicitly and/or implicitly labelled data. If available,
unlabelled data shall be also utilised. Recently, such novel
techniques were proposed in several application domains:
multimedia analysis and retrieval, recommender systems,
emotion recognition, anduser interaction, but understanding
and exploitation of context in fusion systems are still very
limited [7]. Below we will describe the concept of lightweight
runtime adaptation and summarise suitable approaches.

3. Overview of Lightweight Situational
Adaptation Techniques

Situational adaptation to a new context can take two forms:
(1) training a model from scratch and (2) modifying a
model, which has been already trained on one or more other
contexts. In both cases, the adaptation is lightweight if its
costs are considerably lower than for conventional training
of the same application and therefore are acceptable for the
end user. The costs include data collection, annotation, and
reasoning-related computations.This definition is necessarily
informal, because the concept of “user acceptance” hardly
can be quantified: it depends on the user’s personality,
perceived benefits of using the application, convenience of the
user-application interaction, andmany other nonquantitative
psychological factors.

Most of the present systems need large training datasets
and intensive computations in order to complete the training
process, that is, to estimate all model parameters. Conven-
tional adaptation approaches reduce the need in explicit
interaction efforts at the cost of increased need in compu-
tational resources: for example, conventional unsupervised
and semisupervised learning methods are computationally
demanding. The lightweight adaptation of practical interest
should rely on a limited user’s feedback about the ongoing
classification and (possibly) on data of other contexts, to
which the system was previously adapted. Therefore the
lightweight adaptation should rely on limited modifications
rather than total retraining of classifiers; for example, model
parameters can be estimated incrementally or partially in
order to use the available training datamost efficiently.There-
fore lightweight adaptation solutions require significantly
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less explicit interaction efforts than conventional approaches
without the need in extra computational resources; most
often, lightweight approaches require notably less computa-
tional resources than conventional ones.

To the best of our knowledge, research into adaptation has
not yet provided guidance on choosing trade-offs between the
adaptation costs and achieved accuracies. For example, works
studying adaptation of algorithm granularity (such as finer
or coarser data clustering) to computational resources and
users’ needs [27, 28] did not provide guidelines on choosing
the adaptation parameters. Works, suggesting that system
evaluation should include assessment of efforts, required for
achieving system goals [3], did not propose trade-offs either.
Furthermore, perception of data labelling difficulty depends
on a person [29], and user satisfaction with the algorithm’s
accuracy depends on many factors, including personal users’
attitudes towards adaptation and screen size [30, 31]. For
example, even as weak as 50% accurate predictions of user
interface (UI) preferences are already beneficial for the
users of small devices, whereas for larger screens higher
prediction accuracy is required to satisfy the users [30]. Thus
we suggest choosing the adaptation granularity as follows:
employ first, whenever feasible, the lightweight adaptation
and perform the conventional finer one either when the
lightweight method fails or during the application idle times
if the data necessary for adaptation can be collected with
no or only minor (nonannoying) explicit user feedback.
But detecting the adaptation failure should rely on the
user feedback due to differences in the users’ needs and
attitudes.

This paper focuses on adaptation of classifiers, combining
multimodal data via class- or decision-level fusion, because
the adaptation of feature-level fusion ismore computationally
and data demanding. Inputs to these fusion models, called
below “cues,” can be context descriptors, audio classes,
levels of optical flow, interaction modalities, TV programme
metadata, and so forth. These cues are provided by just
the same lower-level models in all situations. Usually, it is
assumed that the lower-level models were built at design time
using a sufficiently large development dataset, collected for a
context, somewhat similar to the application usage contexts
with respect to the cue types and their statistical properties.
Types of the cues in the suggested adaptation approaches
should be predefined at design time, but exact sets of the
cues should not necessarily be predefined: it depends on
the chosen reasoning methods. Such a multimodal fusion
adaptation may fail if the context change causes poor per-
formance of the low-level models. On the other hand, when
adaptation cannot be performed on all levels (e.g., due to
insufficient amount of training data), updating top levels is
more efficient than updating the lower ones [32]. Also, it
is easier for the users to provide explicit feedback on the
final classification result, and this feedback is more reliable
than the feedback on outputs of lower-level models because
these outputs may be unclear to the users or perceived
as irrelevant. Employing the feedback on the classification
results for updating the lower-level models is not an easy
matter as well, due to its nonstraightforward propagation to
the lower levels: for example, different modalities may not

contribute to the final result in the same way in different
contexts.

3.1. Context Types. The terms “situation” and “context” are
often used interchangeably; these terms refer to some kind
of external or latent factors influencing users’ or system’s
behaviour. In particular, these terms may specify not only
fine descriptors, such as time and noise, but also higher-level
abstractions like events, locations, names of databases, and
so forth. Most often the classifiers are adapted to the context
types representing historical, social, task, environmental, and
computational factors.

(i) Historical factors embrace anything in the past that
may affect current state, for example, user or system
actions, changes in user’s mood or appearance over
time, and recently viewed movies.

(ii) Social factors include rules and customs of interaction
between humans, for example, gender/age-dependent
behaviour and what is considered polite in different
situations.

(iii) Task factors present specific users’ objectives, for
example, purpose of information search and available
time.

(iv) Environmental factors are anything in surroundings
that may affect sensor readings, for example, back-
ground noise and light.

(v) Computational factors specify system settings, for
example, availability or quality of a certain data type
(such as image resolution), computational power, and
algorithm capabilities.

The most popular context model, called a “representational
view” [33], describes the context by a set of features, defined
at design time. An alternativemore difficult and less common
“interactional view” [33] assumes that the context cannot be
described with a predefined feature set. Instead, the scope of
descriptors is defined dynamically during human activities.

The lightweight runtime adaptation to previously unseen
contexts typically employs a mixed model in Figure 1: the
fine descriptors (“context cues” in Figure 1) or their types are
predefined at design time, whereas the higher-level ones (the
“situations” in Figure 1) are defined dynamically at runtime.
Dynamic definition of high-level contexts can be achieved
via analysis of primary data, for example, segmentation [34]
or matrix factorisation [35]. The context change can be
also detected via analysis of external factors, for example,
context features or user interaction (e.g., users may explicitly
declare the change by naming a new context or implicitly
indicate it by correcting classification errors and requesting
adaptation). Belowwe assume that analysis of external factors
was employed.

Most often, the contextual factors (especially, the high-
level ones) are nondiscriminative with respect to a classi-
fication task at hand; that is, they do not directly help to
classify data; rather, situational changes cause certain changes
in primary data. In some cases context may influence the
user behaviour: for example, humans usually are freer in
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Figure 1: Modelling situation-dependency scenario; dashed lines denote optional data.

expressing feelings when conversing with close friends than
with officials. In other cases context may influence internal
system functionality: for example, success of audio/visual
analysis depends on background. Changes in the primary
data cues can be categorised as follows:

(i) Meaning Changes. Just the same input cues have
to be interpreted differently in different contexts.
Often, meaning of cues depends on social factors:
for example, whistling that indicates game highlight
in basketball matches is a meaningless sound in
tennis [8]. Meaning of the cues may depend on
historical factors, too (e.g., the users’ laughter during a
dialogmay be interpreted as either happy or sarcastic,
depending on the previous statements).

(ii) Influence Changes. Importance of the same input cues
may vary in different contexts (often, also due to social
factors): for example, presence of young children
may strongly affect the choice of TV programmes to
watch in one family, whereas adults may dominate
in another family. Task factors play this role, too: for
example, noise or illumination cues may be more or
less important, depending on a search goal.

(iii) Accuracy Changes. The same input cues may be
recognised more or less reliably in different contexts,
often due to computational factors; for example,
the accuracy of image analysis depends on image
resolution. When sensor data are collected in uncon-
trolled conditions, the environmental factors sig-
nificantly influence the accuracy of input cues: for
example, image background affects the accuracy of
object detection. Historical factors may degrade the
accuracies, too, when the models become outdated;
for example, growing hair may decrease the face
recognition accuracy.

(iv) Availability Changes. The same input cues may be
abundant in some situations and missing in others.
Most often this happens in uncontrolled conditions:
for example, results of video analysis may be unavail-
able if users bypass a camera. Social factors may cause
incomplete data, too: if it is polite to stay silent, audio
cues will be unavailable.

3.2. Typical Adaptation Goals, Data Acquisition, and Rea-
soning Methods. Multimedia analysis and retrieval systems
aim at detecting various events or concepts, usually, by
trained classifiers. An overview of conventional reasoning
methods in this area can be found in the earlier surveys
[9, 11, 24, 36]. The detection has to be adapted to both
task and computational contexts, that is, to different user
queries and different multimedia databases, respectively.
Differences between the multimedia databases present a
challenge because the algorithms, trained on one multimedia
type (e.g., genre) or source (TV channel) and tested on
another type/source, are usually 1.5–2 times less accurate
than the corresponding within-type/source ones [37, 38].The
inter-user differences present an additional challenge: the
adaptation to user queries has to be very quick. Therefore,
the retrieval systems are often hierarchical: their lower layers
perform context- and user-independentmultimedia analysis,
and their upper ones are iteratively adapted by reranking
results of the lower layers [36]. Event and concept detection
also have to be adapted to environmental context because
they significantly depend on the background.

All these contexts are difficult to predefine. Therefore
in this research area several methods to use fairly small
datasets either for runtime training of models from scratch
or for knowledge transfer between contexts were proposed.
Often, explicit data is collected by asking the users to select
which items to annotate and/or to correct system outputs.
Hence obtained explicit data may be noisy, but an alternative
approach, to provide labels on system-selected items from
scratch, is more tiresome and may give more than 10% of
errors [39]. Investigation of implicit information gathering
approaches gained more attention recently [24], but implicit
feedback is less reliable than explicit one because clicked
results are not always relevant to the user’s search [24]. Noise
in datasets, however, is most often dealt with in a fairly
straightforward way: by employing generic noise-tolerant
classifiers, such as support vector machines (SVMs) [36, 40].

Recommender systems aim at finding items, most inter-
esting for the target users in the target context. An overview
of conventional reasoning methods in this area can be found
in the earlier surveys [19, 41, 42]. Mostly, the recommenders
adapt to the differences between users’ personalities, to
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influence of context on interests of individuals, and to social
context, but usually these contexts have to be predefined:
for example, the adaptation to the user’s goal (task context)
is often performed by predefining a few typical contexts
(e.g., watching a movie at home versus in cinema). Many
recommender systems employ collaborative filtering (CF), a
lazy reasoning method, based on the assumption that users,
similar in the past, will also remain similar to some extent
in future. Accordingly, the CF searches for users, similar
to the target user, and creates recommendations for the
target user by combining choices of similar users. Frequently,
the CF adapts to contexts by so-called “pre-filtering” [43]:
searching for similar users only in the data of target context.
Hence recommendations can only be provided for users, who
already expressed their preferences for predefined contexts,
matching a target context either exactly or in a generalised
form [43]. Therefore developing better understanding of
how to use the context in the recommender systems is an
important but largely unsolved problem [43].

The adaptation to the social context is considered more
challenging than to the individuals, especially if the groups
include people with significantly different personal prefer-
ences [44, 45]. Many researchers aim at utilising in the social
context knowledge, acquired for a “being alone” context
[20, 44, 46–49], whereas others develop methods to provide
for heterogeneity between group members by predefining
its typical degrees [16, 17] or via negotiations [50]. Also,
it was suggested to exploit user preferences, acquired for
one domain or task, for enhancing adaptation to a new
task: for example, to use preferences for books in a movie
recommender [51]. Therefore in this research area methods
to transfer knowledge between contexts were proposed. As a
group is more than the sum of its members [48], methods
for using identities of group members as features [52] and
methods to explore personality traits as features [53]were also
explored in this area.

The recommenders can acquire training data explicitly,
by asking the users to rank items, for example, movies,
or their attributes, for example, genres and actors. The
context, for which these preferences are acquired, is also
often obtained explicitly or via sensors. Some systems instead
acquire implicit user feedback by observing how the users
deal with the recommended items: for example, select or skip
them and view/listen fully or partially [54–56].

Affective computing aims at recognising human emo-
tions, usually, by trained classifiers. Recognition results can
be employed in human-computer interaction, multimedia
analysis, and so forth. Due to the difficulty to understand
human behaviour, data in this domain are usually labelled
explicitly.

The affect recognition has to be adapted to personal
differences and social rules because relations between com-
municating persons and customary ways to behave in dif-
ferent settings vary significantly. For example, in one context
upset persons may scream and grimace, whereas in another
context they may stay silent due to etiquette, the emotions
having to be recognised only from facial expression [57].
Due to the difficulties to collect and annotate contextual
data, however, the majority of human affect analysers remain

context insensitive, as the recent surveys state [23, 58]. Most
often, they are trained with data, acquired in very limited sets
of contexts, and do not generalise well to other contexts. For
example, capabilities of an audio-based emotion classifier to
recognise several emotional categories (e.g., joy and anger)
and distinguish between positive and negative arousal and
valence were compared in [59] on six databases of spon-
taneous, induced, or acted emotions, collected in different
countries. This evaluation has shown that the “performance
is decreased dramatically when operating cross-corpora-wise,”
mainly due to differences in displaying spontaneous and
acted emotions in different contexts.Therefore this area offers
methods of runtime training of context-specific models and
methods of knowledge transfer between contexts. Adaptation
to historical factors is also studied fairly often, mainly, to
previous emotional states, being strongly interdependent
with the current one (e.g., an excited person does not calm
down instantly).

User interaction (UI) is concerned with providing con-
venient application interfaces. According to a recent survey
[60], adaptation to personal preferences is an important
future research direction. Adaptation to various definable
and indefinable task factors (such as standing versus walking
and answering a call versus a text message); social factors
(e.g., in public speech interaction may be undesirable); and
environmental factors (e.g., light) is also important [61]. Cur-
rently, the UI is mainly adapted to predefined computational
contexts, such as screen size and device capability to deliver
information via certainmodality, for example, audio or video.
Adaptation is most often based on rules, created by the
application designers or end users: the former ignore the
personal differences and the latter require the user efforts.
Hence a recent review [60] suggested that interaction adapta-
tion requires fundamental improvements, based on machine
learning techniques. Nevertheless this area offers a few
studies into knowledge transfer between contexts. Training
data is acquired either implicitly via tracking customisation
choices or explicitly by asking users to rank options or to
perform certain tasks.

4. Basic Approaches and Examples of
the Lightweight Adaptation

The lightweight adaptation is an emerging research area with
a handful of approaches proposed to date. The lightweight
adaptation is most beneficial for the application domains
where (1) variety of users and contexts is large and (2)
reasoning errors cause no serious problems for the users.
This is usually the case with multimedia retrieval and recom-
mender systems. Some additional insights into this problem
can be found also in studies into multimodal fusion in other
domains, for example, biometrics, and will be presented in
this review, too. Although the context influence on human
and algorithm behaviour is of the main concern of this paper,
the adaptation to differences in users’ personalities will be
presented, too. For example, affect recognition should take
into account that humans usually express emotions freer in
informal than in formal settings. However, a reserved person
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always expresses emotions more subtly than an open one. In
this case the adaptations to personal differences and “formal
versus informal” context have no conceptual differences.

Some common approaches to decrease the user efforts,
such as popular unsupervised and semisupervised learning
methods, will not be surveyed here because they either
require excessive computations or use too inflexible mod-
elling assumptions. For example, semisupervised learning
is often based on the assumption that points, located one
near another in the feature space, belong to the same class
[26]. However, it is well known that points, which are close
to each other in one context, may appear quite distant
in another context. This is why modification of similarity
measure is a fairly commonway to adapt to users and contexts
[62, 63]. Furthermore, experimental comparison of conven-
tional semisupervised learningwithmore lightweight context
adaptation demonstrated that the latter can be significantly
more accurate [37]. Unsupervised learning favours typical
(statistically significant) data patterns and thus may fail to
catch atypical context-dependent behaviours. Active learning
methods are not surveyed, too, because they choose data sam-
ples, most informative for classification, but not necessarily
easy for humans to annotate. Moreover, the perception of
labelling difficulty depends on a person [29] and thus for
end users it is more convenient to choose themselves which
samples to annotate.

4.1. Classification of Adaptation Approaches. Context adapta-
tion can be considered a generic machine learning problem
of designing and training systems to perform well enough
on data, acquired at runtime. However, while conventional
learning assumes the similar enough runtime and training
data, the situational adaptation may also require accounting
for significant differences between the contexts. In designing
a conventional system, one decides first whether to use a
single classifier or an ensemble of multiple classifiers [64]. In
the latter case, additional decisions are to be taken at the four
design levels:

(i) Combination level: how to deal with outputs of
the base classifiers (members of the ensemble), in
particular how to select these members for each case
and/or how to combine their outputs.

(ii) Classifier level: which base classifiers to choose, for
example, whether to employ same or different algo-
rithms.

(iii) Feature level: whether the same or different input
features should be utilised by all the base classifiers
and which features should be chosen.

(iv) Data level: whether the same or different datasets
should be used to train all the base classifiers and, if
needed, how to choose the training data to select the
best classifiers and/or optimise their combination.

Context-adaptive systems can use a single classifier or
multiple classifiers, too, but additional decisions on using
contextual parameters are needed in both cases. The context
data in a single classifier can serve as an input feature or
a latent variable. A multiple classifier system offers more

choices: for example, either a single context-specific model
can be trained for each context or multiple models can be
trained for each context. Some or all the classifiers can also
use the context as a feature or latent variable. These choices
are very important because they determine the adaptation
type: a multiple classifier system, training its own model for
each context, can switch arbitrarily and abruptly between
the contexts, whereas a single classifier system, using context
parameters as features, can react more smoothly at context
changes. Due to the need to reduce user efforts, it is also
important to decide whether the data or models of initial
contexts can be reused or only the target context data should
be used for adaptation to this context: reusing data or models
of initial contexts decreases the need in the target context data
butmay hinder the adaptation if the initial and target contexts
differ significantly.

One of the proposed ways to classify adaptation
approaches is to consider a number of employed inference
models: adaptation in a multimodel system is a procedure
of switching between models, whereas adaptation in a
monomodel system is a procedure of tuning its parameters
[65]. Another way [7] is to consider use of contextual data:
context can be used as constraints (forbidden operations,
probabilistic conditioning, etc.) or as additional features,
semantics, or situation elements (e.g., context may change a
meaning of information or bring new dimensionality into a
problem).Thework [65] does not list adaptation via selecting
multiple models and combining their results, though, and
the work [7] is concerned with use of context features rather
than high-level situations. In addition, when a totally new
situation emerges, it may be needed to train a new model
from scratch.

We suggest classifying situational adaptation approaches
based on the choices on combination, data, and feature level,
and we suggest three major groups, called in brief model
selection, ensembles, and context as a feature. Model selection
group encompasses procedures of using contextual data for
selecting a single model from existing models, as well as
methods to train a newmodel from scratch. Ensembles group
encompasses procedures of selecting one or several models
from existing models based on their accuracy rather than
contextual data, as well as methods to combine their results.
Context as a feature group encompasses methods to use
contextual data as input features (additional dimensions) or
latent/hidden variables. Figure 2 presents most interesting
approaches from these groups along with our understanding
of their ability to handle situations, emerging at runtime.
The following sections give more details. Other choices
on the classifier and feature levels are influenced by the
aforementioned choices and by peculiarities of a problem
at hand in ways similar to the conventional systems. The
majority of the lightweight adaptation methods presume the
same feature sets in all the contexts, but some approaches
allow for employing the same feature extraction methods in
all the contexts even if this results in context-specific sets of
cues.

4.2. Model Selection. The model selection group embraces
multiple classifier systems, where only one model is trained
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Figure 2: Lightweight adaptation approaches.

for each context. Metadata or contextual values, describing
the context each model was trained for, can be stored along
with the models to retrieve them by metadata or context
similarity. The contexts can be recognised from sensor data
or user interaction (the latter gives only a coarse situational
description). If the context cannot be recognised or is unlikely
to emerge again, the oldmodels can be discarded.Themodels
can also be built for overlapping or nested contexts to either
retrieve the best match or combine several suitable models.
Depending on the data usage, this group can be further
categorised as follows:

(i) Context-Specific Classifiers and Data. Each model is
trained on the target context data and context-specific
features and/or reasoning methods are employed.
Lazy methods search for similar cases only within
the target context, using context-specific distance
measures.

(ii) Context-Specific Models and Data. Each model is
trained on the target context data, but feature selec-
tion and reasoning methods are the same for all
contexts. Lazy methods search for similar cases only
within an appropriate data part, but the distance
measure is the same for all contexts. This category
may be less adaptive than the previous one, but it is
more lightweight because although the models have
to be retrained from scratch for each new situation,
no additional designer efforts and data are required
for the feature and/or algorithm selection.

(iii) Context-Specific Models with Mixed Data, That Is,
Knowledge Transfer. Feature selection and reasoning
methods are same for all contexts, and knowledge
of other contexts is used to build models for the
target context; for example, models can be trained
on the merged data. More sophisticated methods of
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knowledge transfer on data, feature, combination, and
model levels were also proposed, mainly in research
areas called “transfer learning” and “domain adapta-
tion” (in these areas the terms “domain” and “task”
are typically used instead of “context”). Data- and
feature-level knowledge transfer methods are usually
computationally expensive (see, e.g., [5, 37, 66]).
Knowledge transfer on combination level is usually
done by fusing together outputs of themodels, trained
for different contexts, for example, with weights
depending on context similarities. To obtain a target
context model by themodel-level knowledge transfer,
selected parameters of models for initial contexts
are modified. Lazy methods search for similar cases
within the data from different contexts and treat sam-
ples from these contexts in a different way. Knowledge
transfer saves data collection efforts significantly, and
the model-level one further reduces data collection
needs and training time because usually not all the
parameters of the initial models are modified.

While the first two of these approaches suit both similar
and dissimilar contexts, the knowledge transfer suitability to
dissimilar contexts depends on the transfer type and degree
of preserving the old knowledge, for example, on constraints
on modified model parameters.

4.2.1. Context-Specific Models and Data. (1) Contextual
weighting employs 𝑛 generic cues, or individual data modal-
ities, with outputs 𝑆𝑖, and combines them linearly, ∑𝑛𝑖=1 𝑤𝑖𝑆𝑖,
with context-specific weights 𝑤𝑖. This approach is often used
in audio-visual data analysis [11, 25] and fusion of data from
multiple sensors [7]. For predefined situations theweights can
be determined from the prior knowledge; for example, the
video modality can be assigned higher weight than the audio
modality for daytime and lower at night. The weights can be
also calculated using quantitative estimates of the accuracy 𝑎𝑖
of each modality in the target context: 𝑤𝑖 = 𝑎𝑖/∑𝑛𝑗=1 𝑎𝑗.

Alternatively, for adapting to changes in reliabilities of
modalities without relying on domain knowledge and train-
ing data, the weights can be estimated from stream entropy
[25] or relations between outputs of the different modalities,
for example, the variances of several topmost scores [25],
using rules of the kind “if the topmost and the second best
scores differ less than some threshold, then the weight 𝑤𝑖 is
high. . . else. . ..” A fairly small training dataset can suffice for
either the accuracy estimation or the rules’ derivation.

The lightweight adaptation to a user query in the mul-
timedia retrieval tasks is performed via either “feature rel-
evance estimation,” that is, modifying the feature weights,𝑤𝑖, in a linear similarity measure, or “query vector mod-
ification,” that is, adjusting the feature weights in a query
vector [36]. The weights can be adapted heuristically or by
genetic algorithms; the latter require training data, but no
domain knowledge. Cues can be combined also in other ways
than a simple weighted sum. For example, Calumby et al.
[67] employed genetic search for the best combination of
various text-, colour-, and texture-based features and their

functions including, in particular, products and square roots.
This search aimed at minimising the classification error
for the labelled items, and the training data consisted of
55 images. A few dozens of user-labelled items are fairly
typical database size in multimedia retrieval as users do
not provide abundant training data. Therefore contextual
weighting is a fairly common approach because, for example,
probabilistic approaches, such as Bayesian inference, require
more feedback data [68].

(2) Optimising utility function is achieved by selecting
from a large set of generic cues a subset with the highest
utility. Utilities of each subset depend on the target context
and can be easily computed. Usually, the utility functions
are application-specific sums of context-dependent (often,
heuristic) values 𝑆𝑖, reflecting gains or losses of including
different cues and/or their combinations in the subset. Adap-
tation is based on calculating the utilities of various com-
binations ∑𝑖∈𝐶 𝑆𝑖 and optimising (possibly with constraints)
the result to choose the subset 𝐶opt. This approach does
not require training data. For example, for GUI (graphical
user interface) adaptation task values 𝑆𝑖 may reflect costs of
satisfying/ignoring user preferences, easiness of navigating
between GUI elements, and so forth, and the optimisation
may result in selecting, for example, a picture box and
a small text box with a scroll bar in one context and
selecting a large text box with no scroll bar in another
context.

This approachwas employed for user interface adaptation
[69–71]. In [69] GUI was adapted to different screen sizes and
to user preferences and abilities, for example, special needs
of motor-impaired users. Costs and constraints of choosing
different elements were estimated by tracing performance of
each user, for example, speed of clicking on interface ele-
ments of different sizes. However, the constraints elicitation
required fairly long and diverse interaction histories: in the
tests able-bodied and motor-impaired participants had to
perform tasks during at least 25 and 30–90 minutes, respec-
tively [72]. The interfaces were adapted only to fairly similar
task contexts, like controlling light intensity, ventilator, and
audio-visual equipment in a classroom, and only for an
individual GUI usage.

A greater variety of contexts and interaction modalities
were considered in [70]: contexts included environmental,
task, and computational factors, such as light, weather, noise,
motion, screen size, and keyboard type, and I/O modalities
included eye tracking, gestures, audio, video, and vibration.
Explicit user preferences were acquired by asking the users
to manually assign numerical scores for different interface
elements in various contexts. This process is not very easy
for the users, however, and more error-prone than, for exam-
ple, selecting the most appropriate elements from available
options.Hence in thework in interface adaptation to different
platforms [71], utilities of differentGUI options (e.g., different
font sizes) were partially obtained from users and partially
specified by system designers.

(3) Tuning classifiers for small datasets: special efforts are
taken for selecting data features, classifier parameters, or
training samples to reduce negative effect of small data size.
This approach was proposed for multimedia retrieval with
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SVM (support vector machine), and tuning was performed
by selecting SVM kernel or subset of training items [63, 73].
SVM training was done for each query in a standard way, by
minimising the classification error for the user-labelled items.
In particular, an iterative user’s feedback in [73] required
every user to label nine retrieved images per iteration and
achieved a reasonable precision after 6–8 iterations. Video
retrieval in [63] gave the users 15 minutes per query for
evaluating and labelling the obtained query results.

(4) Cascaded training uses first unlabelled data for initial
parameter estimates and then the labelled data for fine-
tuning. This approach was applied to deep neural network
[74], discrete HMM (hidden Markov model) [75], and MLP
(multilayer perceptron) [26] based classifiers. The work [74]
mainly aimed at increasing accuracy of offline training; diffi-
culties to obtain the labelled data were not of main concern.
The work [26] reviewed approaches for reducing the need in
labelled data, but also mainly for offline training. The work
[75] was concerned with user-controlled runtime adaptation
to indefinable situations (social behaviours) and therefore
aimed at finding a quick and lightweight adaptation method.
The main goal was to detect show highlights by recognising
arousal of a show audience. Classification was performed by
HMM, employing the cues from audio-visual analysis (such
as laughter, speech, silence, noise, and human motion) as
observations. The proposed classifier needed to distinguish
between three arousal levels in fairly dissimilar contexts: show
types with notably different ways to express excitement (a
concert, a circus, and a sport match). Furthermore, the data
were collected in uncontrolled settings, and the classifier had
to deal with considerably different audio-visual backgrounds
and missing behavioural cues. Hence a new model was
trained each time after a new context emerged and the user
provided annotated examples.

During the first stage an HMM model was obtained
for each context in conventional way, by using Baum-Welch
algorithm. During the second stage of cascaded training only
the observational probabilities of the HMM were optimised
with a differential evolutionary algorithm, aiming at min-
imising the classification error for the labelled data (see also
Section 4.2.2). The HMM employed the maximum posterior
marginal (MPM) decisions, rather than the conventional
maximum a posteriori (MAP) ones, to achieve more robust
adaptation. As a result, the adaptation did not require
significant time and efforts: the annotations were collected
for 10 minutes per context, and the annotator was free in
choosing samples to label. In the tests as little as 25 labelled
samples per context (5–12 samples per class in each context)
allowed significantly increasing the classification accuracy,
comparingwith the conventionalHMMtraining. Comparing
with an alternative full-scale adaptation, this fusion-level-
only one relieves the users of having to make considerable
efforts for recognising and labelling selected behavioural cues
in the data, containing large number of mixed sounds and
video backgrounds.

(5) Learning context-specific relations between the outputs
of a multiclass classifier [76] is proposed for multimedia
analysis. Because the concept detection is a multiclass clas-
sification with nonexclusive classes, its accuracy can be

increased by learning the most frequent cooccurrences of
classes in different contexts. In the hierarchical system in
[76] context-independent concept (class) detection models
are trained first. Then an affinity graph with a node for each
concept is built to learn context-dependent relations between
the concepts. Each two correlated nodes form an edge, the six
strongest edges for each node being kept. Howmany training
samples are needed to learn such a graph was not mentioned
in [76], but as a whole, the context-specific learning was
very fast: less than a minute comparing to tens or hundreds
of hours, required usually to completely retrain the concept
detection models.

4.2.2. Model-Level Knowledge Transfer. A lightweight model-
level knowledge transfer for trained classifiers is most often
done by shifting a decision boundary. Transfer design
requires making three major choices: (1) which parameters
of initial models are modified (all or just certain selected
parameters); (2) how parameters are modified (choice of an
objective function and an algorithm to optimise it); and (3)
which initial models are modified (e.g., a model trained on
the merged data of all previous contexts or a model of a
certain context).

(1) Optimising model parameters: two fairly generic ways
to shift decision boundary of trained models have been
proposed to date: evolutionary algorithms and gradient
descent based search for changes in model parameters,
minimising classification error in target context. Most often,
in this approach only training data for the target context
is employed. To increase accuracy of interactive image
segmentation, evolutionary optimisation of segmentation
parameters in [77] was based on the user’s feedback on
whether too many or few image segments were obtained. At
each iteration the users were presented with a small number
of images, for example, six images, and on average 7–10 steps
allowed to achieve satisfactory segmentation accuracy.

The evolutionary optimisation was used also in [75]
for modifying a discrete HMM based on the MPM deci-
sions. This work studied two approaches to adapt an affect
recognition system: cascaded training (see Section 4.2.1) and
model-level knowledge transfer. In cascaded training initial
models for each target context were trained in conventional
unsupervised way by Baum-Welch algorithm. In model-level
knowledge transfer a model, trained on data of some other
context, served as initial model for the target context (the
contexts are described in Section 4.2.1). In both approaches
the initial models were modified by evolutionary algorithm
to increase accuracy of recognising arousal levels. Let the goal
arousal levels be associated with 𝐾 hidden states {𝜃𝑘: 𝑘 =1, . . . , 𝐾} and let X denote a space of the observed vectors
x of cues for each state 𝜃𝑘. Given observational probabilities
pobs = [𝑝(x | 𝜃𝑘;𝛼𝑘): 𝑘 = 1, . . . , 𝐾; x ∈ X] with the
unknown parameters A = {𝛼𝑘: 𝑘 = 1, . . . , 𝐾}, the initial
training was used to estimate the 𝐾2 interstate transitional
probabilities ptr = [𝑝(𝜃𝑘 | 𝜃𝑙): 𝑘, 𝑙 = 1, . . . , 𝐾] and
parameters, A, of the observational probabilities for the
HMM. Then the evolutionary algorithm modified only the
observational probabilities to minimise the number of classi-
fication errors on the user-labelled data for the target context.
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In the tests as little as 25 labelled samples per each target
context considerably increased the classification accuracy in
comparison with the nonadaptive or context-independent
models, despite a fairly significant difference between initial
and target contexts.

Unlike the work [75], Caridakis et al. [78] studied emo-
tion recognition of individuals, and in their data contexts did
not significantly differ from each other: all the data consisted
of records of persons, communicating with four artificial
computer characters [79]. The emotional expressions were
not very intense because all the records were acquired in
the same laboratory and communications with the artificial
characters do not follow exactly the same social rules as with
real humans [79]. The records were classified into 𝐾 classes
of emotions by a neural network (NN). Its parameters, w,
had been learnt initially in a fully supervised mode using a
special training set of the labelled records. For each input
vector x of cues, the NN forms the 𝐾-component output
vector fw(x) = [𝑝(𝑘 | x): 𝑘 = 1, . . . , 𝐾; ∑𝐾𝑘=1 𝑝(𝑘 | x) = 1]
of class probabilities. To adapt to a new target context, the
initial parameters are changed incrementally by minimising,
with the gradient descent search, a weighted total error 𝜀 =𝜀target+𝜆𝜀ini on the initial (xini:𝑡) and target (x𝑡) labelled inputs,
the weight 𝜆 determining significance of the target context
data for adapting the NN:

𝜀target = 12
𝑁target∑
𝑡=1

fw (x𝑡) − ptarget:𝑡
 ,

𝜀ini = 12
𝑁ini∑
𝑡=1

fw (xini:𝑡) − pini:𝑡
 ,

(1)

where ptarget:𝑡 and pini:𝑡 are the desired output 𝐾-component
probability vectors for the labelled inputs, | ⋅ ⋅ ⋅ | denotes the
vector norm |z| = √𝑧21 + ⋅ ⋅ ⋅ + 𝑧2𝐾, and 𝑁ini and 𝑁target
are cardinalities of the available initial and current training
datasets:

𝐷ini = {(xini:𝑡, pini:𝑡) : 𝑡 = 1, . . . , 𝑁ini} , (2)

𝐷target = {(x𝑡, p𝑡) : 𝑡 = 1, . . . , 𝑁target} , (3)

respectively.
The adaptation was lightweight because only small incre-

ments of the weights w were allowed, and nonlinear signal
transformations in each neuron were linearized using first-
order Taylor’s series decomposition. Due to linearization, the
increments of the NN parameters were obtained by solving a
system of linear equations with coefficients depending on the
initial parameters and all the training data in the datasets𝐷ini
and 𝐷target. The latter one contained segments with a steady
emotional state of the user during 50 or less video frames.
Using the dataset𝐷ini for the initial contexts reduces the need
in the labelled target context data𝐷target but might hinder the
adaptation in the case of significant differences between the
initial and target contexts.

(2) Algorithm-specific methods to shift a decision bound-
ary: in these cases, already trained classifiers are modified

by model-level knowledge transfer methods, specific to
the algorithm, conventionally employed for training these
types of models. For example, quadratic programming can
be employed for modifying the SVM [37, 80, 81] and
Expectation-Maximisation can be employed for modifying
the HMM [82]. High-level visual concepts, related to TV
news videos, were detected in [37, 80, 81] with the classifiers,
based on the binary SVM:

𝑘 = sign[𝑓w;𝑐 (x) = 𝑛∑
𝑖=1

𝑤𝑖𝜑𝑖 (x) + 𝑐] ∈ {−1, 1} , (4)

where 𝑓w;𝑐(x) is a decision boundary or a separating hyper-
plane with coefficients w and offset 𝑐 in the 𝑛-dimensional
space of kernel functions 𝜑𝑖(x) or features of the observed
vectors of cues, x. Initially, the classifier was trained on a
large labelled set 𝐷ini = {(𝑘𝑡, x𝑡): 𝑡 = 1, . . . , 𝑁ini} of 𝑁ini
data items fromoneTVdomain.Thequadratic programming
based training determined the coefficients w = [𝑤1, . . . , 𝑤𝑛]
of the hyperplane that separates the set 𝐷ini with the largest
margin and correctly classifies data points of both classes
in the presence of a tolerable fraction 𝛾 of errors {𝜀𝑡: 𝑡 =1, . . . , 𝑁ini}:
minw {12

𝑛∑
𝑖=1

𝑤2𝑖 + 𝛾
𝑁ini∑
𝑡=1

𝜀𝑡 | 𝑘𝑡𝑓w;𝑐 (x𝑡) ≥ 1 − 𝜀𝑡; 𝜀𝑡 ≥ 0; x𝑡

∈ 𝐷ini; 𝑡 = 1, . . . , 𝑁ini} .
(5)

Simultaneously, the initial training specified a subset 𝐷sup of𝑁sup support vectors, located just at the margin distance at
both sides of the separating plane.

The adaptation to the new domain in [81] was done by
adding to the initial classifier 𝑓∗(x), learned from𝐷ini, a shiftΔ∘w;𝑐(x) = ∑𝑛𝑖=1 𝑤𝑖𝜑𝑖(x).The latter was learned in [81] from the
labelled new dataset𝐷target of the size𝑁target with due account
of the obtained complete classifier𝑓w(𝑥) = 𝑓∗(x)+Δ∘w(x) and
by using the same optimisation framework as the SVM:

minw
{{{
12 (
𝑛∑
𝑖=1

𝑤2𝑖) + 𝛾𝑁target∑
𝑡=1

𝜀𝑡 | 𝑘𝑡𝑓w (x𝑡) ≥ 1 − 𝜀𝑡; 𝜀𝑡

≥ 0; x𝑡 ∈ 𝐷target; 𝑡 = 1, . . . , 𝑁target
}}}
.

(6)

This approach aims at placing the new decision boundary
close to the initial boundary 𝑓∗(x) = 0, probably, because all
the news channels under consideration did not notably differ
in this work. In the experiments in detecting 39 contexts only
from one to ten explicitly labelled samples per concept were
used, and the function-level knowledge transfer achieved
nearly the same accuracy as the best amongst the more
computationally expensive techniques for building context-
specific models (more details are provided in Section 4.5).
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In cases of notably different initial and target contexts
placing a new decision boundary close to the initial one may
hinder the adaptation. Hence in [80] a different SVM-specific
adaptation approach was suggested: to retrain the models on
the combined dataset 𝐷com = 𝐷target + 𝐷sup of the size𝑁com = 𝑁target + 𝑁sup. This dataset is much smaller than
the initial one and contains both the labelled new dataset𝐷target of the size𝑁target and the set𝐷sup of the initial support
vectors. An application-dependent measure 𝑠(x) of relative
similarity of each support vector x from 𝐷sup to the current

dataset𝐷target was used to reduce the impact of classification
errors for these vectors onto the updated coefficients w:

minw {12
𝑛∑
𝑖=1

𝑤2𝑖 + 𝛾
𝑁com∑
𝑡=1

𝑠 (x𝑡) 𝜀𝑡 | 𝑘𝑡𝑓w;𝑐 (x𝑡) ≥ 1 − 𝜀𝑡; 𝜀𝑡
≥ 0; x𝑡 ∈ 𝐷com; 𝑡 = 1, . . . , 𝑁com} .

(7)

The employed similarity measure decreases the influence
of the support vectors, being located far from the current
dataset, onto the tolerable errors:

𝑠 (x𝜏) =
{{{{{{{

1𝑁target

𝑁target∑
𝑡=1

exp {−𝛽 x𝜏 − x𝑡
2} if x𝜏 ∈ 𝐷sup; 𝜏 = 𝑁target + 1, . . . , 𝑁com,

1 if x𝜏 ∈ 𝐷target; 𝜏 = 1, . . . , 𝑁target.
(8)

The control parameter 𝛽 ≥ 0 is selected empirically in order
to obtain a reasonably high overall performance (Jiang et al.
[80] suggested choosing 𝛽 based on a series of systematic
validation experiments). If 𝛽 is small, all the vectors from𝐷com almost equally take part in the adaptation; that is,
the SVM is simply retrained using all the new labelled data
together with all the initial support vectors. Hence small
values of 𝛽 better suit cases of fairly similar initial and target
domains. The larger the 𝛽, the lesser the influence of those
support vectors which are far from the new dataset 𝐷target.
Therefore, choosing a small parameter for the dissimilar
initial and target domains would hinder adaptation, while
choice of larger values of 𝛽 would decrease size of the
most influential part of the dataset. To compensate for this
decrease, it would be desirable to obtain additional data
samples for the target domain.

Which of the available initialmodels should be adapted to
the target context is an important but, due to required notable
efforts, rarely explored problem. As an infrequent example, a
few ways to select the most appropriate model to adapt are
compared in [37, 81] with building a target context model
from multiple initial models. The ways to select an initial
model include (1) comparisons of data or score distribu-
tions; (2) classification accuracy comparisons of each initial
model and its ensemble, which should be better, by usual
assumption, than any of its members; (3) linear regression-
based predictions of the initial models’ accuracies in the
target domain; and (4) iterative user feedback to evaluate how
quickly different adapting models improve with the existing
labelled data (a history of fast improvement can providemore
labelled samples to the model at the next iteration). The
multiple initial models appeared to be beneficial in the tests,
but none of the tested schemes outperformed others, or even
a randomly chosen adaptation significantly (probably, due to
relatively small differences between the contexts).

To circumvent selecting the best candidate among the
existing initial models, a so-called general model (i.e., a

model trained using merged data for all initial contexts) can
be adapted instead. That adapting such a general model is
feasible has been confirmed for the HMMs in [75] (described
in this section above and also in Section 4.5) and in [82].
In [82] the event-specific models for detection of different
meeting events, such as note taking and discussion, were
obtained from a general model via maximum likelihood
estimates of parameters. These estimates required small
amounts of the labelled target event data: less than a minute
of audio-visual recording per event.

(3) Although some works employed modification of all
model parameters for adaptation (e.g., [78, 81]), adapting
only selected parameters under assumption that other param-
eters are shared across allcontexts is more common. Proper
selection of parameters to adapt requires certain domain
knowledge but notably reduces the need in training data.
For example, in the model-level knowledge transfer of HMM
often transitional probabilities for the hidden states are
shared, while the observational ones are adapted: either these
probabilities for a discrete HMM directly, as in recognising
the show audience excitement [75], or related probabilistic
parameters of continuous state-observation relations, like the
emission parameters of the Gaussian mixtures in recognising
the meeting events [82]. Feasibility of this approach was
demonstrated not only for fairly similar initial and target
contexts but also for fairly dissimilar ones [75]. In recom-
mender systems adapting only selected parameters approach
employed an assumption that generic user interests are valid
in all contexts [83]. This approach was tested for two quite
different initial and target contexts: the generic user interests
were inferred first fromTV viewing histories and then tourist
attractions of the same typeswere recommended (e.g., diving,
for the users watching TV programmes about water sports).

4.2.3. Data-Level Knowledge Transfer. Unlike model-level
knowledge transfer methods, transfer methods on data level
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require training of a newmodel from scratch: their main goal
is to reduce data acquisition efforts.

(1) Error weighting: training the models on a merged
dataset, but weighing classification errors on the initial and
target contexts differently. This approach suits quite similar
contexts and requires either domain knowledge or additional
data for defining the weights: too small weights of the old
knowledge nearly ignore it, while too high ones hinder
proper adaptation. The NN-based affect recogniser in [78]
(described in Section 4.2.2) adapted model parameters by
minimising aweighted sumof errors on the old and newdata.
An SVM-based multimedia analysis system [80] (described
in Section 4.2.2) was trained on a dataset, containing both
labelled target-domain data and support vectors of the initial
model, weighed according to their distances from the new
training samples (the larger distances are penalised).

(2) The use of model parameters as training data: the
learned parameters of an initial model are added to the
training data in an algorithm-specific way. In particular, the
above SVM-based system [80] for multimedia analysis is
adapted by training on the dataset, containing the target-
domain data and the support vectors of the initial model.

4.2.4. Lazy Classifiers. For nontrained classifiers the follow-
ing knowledge transfer approaches were proposed.

(1) Vector modification: many systems store user pref-
erences in a form of vectors, where each element denotes
influence of a certain modality on a final result, for example,
importance of a certain image feature for the current query
and degree of user liking/disliking of a certain interaction
modality, movie genre, and so forth. Prediction of a target
context vector Starget𝑖 can be done by shifting vector Sini𝑖 ,
obtained for some initial context: Starget𝑖 = Sini𝑖 + Δ 𝑖, where
the shift Δ 𝑖 of the initial preference vector can be the
average difference between the preferences of other users for
the two contexts [47], or the classification error minimiser
found by differential evolutionary optimisation [84]. Usually,
a preference vector of whatever available initial context is
modified, and all its elements are modified. This approach
requires training data of both initial and target contexts, but
fairly little data may suffice: preferences of 20 users served
as training data in [84] and preferences of 33 users in [47].
In spite of its simplicity, this approach was successful in
predicting user preferences for predefined contexts regarding
interface modalities [84] and regarding tourist attractions
[47]. In the latter work, variety of usage contexts was fairly
large, for example, weather, budget, travel goal, and travel
companion.

(2) Modifying a similarity measure: to increase the
classification accuracy, the most common linear measures,∑𝑛𝑖=1 𝑤𝑖x𝑖, are adapted to different contexts by heuristic or
evolutionary optimisation of the weights, 𝑤𝑖, of cues, modal-
ities, or samples, x𝑖, observed for these contexts. Heuristics
is usually based on domain knowledge, while use of evolu-
tionary algorithms usually requires both the initial and the
target context data but allows dealing with both similar and
dissimilar contexts without estimating the context similari-

ties. Assigning different weights to the same observations for
different contexts relaxes the similarity assumption of the CF
but provides for no case when this assumption completely
fails due to significant differences between initial and target
contexts.

To adapt to nondefinable computational factors (dif-
ferent databases of movie ratings) in CF-based recom-
menders, the work [51] proposed several ways to account
for correlations between the contexts in the user similarity
measure. Adaptation to nondefinable computational factors
(different databases of movie ratings) with optimisation
algorithms was successfully employed in [62]. This result
demonstrated that modifying a similarity measure by an
optimisation algorithm does not require notable efforts from
each user: in recommender systems the users provide as
many ratings as they want, but one user rarely provides
many ratings. Adaptation to both definable and nondefinable
contexts (individual and group interaction with two fairly
different applications: cooking and car servicing assistance)
with optimisation algorithms was successfully employed also
in [84], where very little training data was used: interaction
preferences of 20 users only.

(3) Target context-specific combinations of cues, obtained
in other contexts: the cues, obtained for one or more initial
contexts, can be combined in different ways, being specific
to the target context: the weighted average, voting, rule-
based heuristics, and so forth.One rather simple combination
scheme for the recommenders, called “post-filtering” [43],
uses context-independent recommendation methods, just as
prefiltering. But unlike prefiltering, postfiltering gives rec-
ommendations on the basis of data, acquired in all contexts,
and then either filters or reranks these recommendations
for the target context. For example, music recommendations
can be provided using all available data and then reranked
in line with a historical context, namely, the last songs just
listened by the user [85].Which technique to choose depends
on a system goal, as comparison of the prefiltering and
postfiltering techniques did not result in a clear winner with
respect to different evaluation metrics [86].

Adaptation to social context (group use of an application)
often utilises user preferences (cues) obtained in context of
individual use of an application. Individual preferences of
group members can be combined in various ways [20, 44, 45,
48, 49], but these ways often fail to adapt to heterogeneous
groups. A data-adaptive way is to learn, for example, with
an evolutionary optimisation, to what extent different input
cues may influence the classification in various contexts to
find the dominant cues. For example, influences of the group
members on group ratings can be learned with a genetic
algorithm, using data collected during group and subgroups
sessions [87]. However, because collecting the subgroups
ratings takes rather long time, this learning was tested on
simulated data only [87]. To avoid data collection, designer-
defined rules can be used for estimating social dominance
and influence of each family member on group ratings, for
example, based on age, social role (father, mother, etc.), and
income [88]. But due to individual differences and cultural
diversity the universal (i.e., suitable for any family) rules are
difficult to define.
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All the above model-level knowledge transfer scenarios,
for example, adapting only selected parameters of themodels,
can be combined with other model modification methods
and various methods to build effective training datasets.

4.3. Ensembles. Lightweight adaptation of ensembles can be
performed by selecting themost appropriate base classifier(s)
for each context and/or ways to combine their outputs.
Context need not be recognised in this approach: ways to
select or combine base classifiers depend on their perfor-
mances in the target context. The ensembles differ basically
in two aspects:

(1) Whether outputs of all base classifiers are combined
or the best classifier is selected and also, in the latter
case, how the base classifiers are selected for each
test sample, say, by accuracies on all training data or
achieved only for similar samples.

(2) What methods are used to update the ensemble at
runtime, for example, only the classifier selection
and/or combination rules and/or parameters of the
base classifiers can be adapted; and/or some new
classifiers can be added, while the underperforming
ones can be removed.

Selecting the classifier is the most lightweight option, but
it does not accommodate new knowledge easily, whereas
updating the base classifiers corrupts the old knowledge.
Updating classifier pools keeps both the old and the new
knowledge, but optimisation of such pools requires addi-
tional training data. Naturally, all these approaches can be
combined.

The ensembles differ also by the data usage:

(i) Context-specific ensembles train and evaluate their
members and selection/combination methods on the
target context data. Lazy members search for similar
cases only within the target context. This approach
suits both similar and dissimilar contexts. Such
ensemble may require more data or time to train and
test the base classifiers compared to training context-
specificmodels (described in Section 4.2.1) but ensures
the more accurate adaptation if the base classifiers are
diverse enough.

(ii) Mixed data ensembles train their members and/or
selection/combination methods on both the initial
and the target context data and evaluate them on
the target context. Lazy members may search within
the different contexts or employ different search
techniques. Such ensembles significantly reduce the
data collection efforts, but their ability to handle both
similar and dissimilar contexts depends on specific
capabilities of the ensemble members.

Context-specific ensembles usually employ combination of
the members’ outputs. In the mixed data ensembles, if dif-
ferent members are trained on the data of different contexts,
such combinationsmay work for sufficiently similar contexts.
For example, recommender systems often deal with a concept
drift (change of the users’ interests over time) this way, but

then the base classifiers are usually completely retrained at
runtime [89, 90]. However, in the mixed data ensembles
classifier selection is more appropriate than classifier combi-
nation because in the former case the ensemble does not fail if
just one member suits well the target context, whereas in the
latter case the ensemble fails if the majority of the members
fail. The selection of the best member is a good option in
the context-specific ensembles, too, because it can be more
accurate than classifier combination if trained well [64].

4.3.1. Combination-Based Ensembles Using Context-Specific
Data. (1) Diversity-based ensembles: training base classifiers
on different data chunks or employing different classification
algorithms.This is a well-knownway to increase the accuracy
in conventional ensembles. This approach was used in a
multimedia retrieval system [40] to adapt to different user
queries: an ensemble of the SVMs was trained on the target
context data in such a way that each SVM was trained
on all labelled positive examples and negative examples,
randomly selected from the unlabelled data (so that different
training datasets include different negative examples). Then
the ensemble was used to remove wrongly labelled samples:
each SVM classified all positive examples, and those out of
them, classified negatively by all the SVMs, were considered
wrongly labelled. Then a new ensemble was trained on
the reduced training dataset, and the final classification
combined the outputs of all the SVMs because the ensembles
are generally robust to noise. In the tests only five positive
training samples for each querywere needed, and the training
times were short [40]. But the latter times may notably
increase for the larger training sets.

This approach was employed also in TV recommender
system in [52] to account for differences in viewing habits of
different families. Ensemble contained SVM and CBR (case-
based reasoning) classifiers, and each classifier employed
as features contextual parameters: time and IDs of family
members, watching TV. In the tests on 5 months real-
life viewing data of 20 families ensemble achieved higher
accuracy than any of its members due to their diversity: SVM
was less sensitive to nondiscriminative input cues (e.g., in
some families choice of programmes depended on timemore
notably than on presence of family members), whereas CBR
better adapted to peculiarities (e.g., cases when choices of{A, B, C} subset of family members notably differed from
choices of {A, B}, {B, C}, and {A,C} subsets).This result shows
that accuracy of context adaptation may be increased by
employing base classifiers with different degrees of sensitivity
to nondiscriminative input cues and capable of building
decision boundary both locally (as CBR does) and globally
(as SVM).

(2) In the factor ensembles each base classifier mod-
els a certain context-independent factor affecting the final
classification result, the factors’ weights (in the weighted
average, voting, or other fusion methods) being adapted to
the context in order to increase the accuracy on the target
context data [52, 55, 91]. The training datasets can be quite
small if the number of these factors is small. For example,
the retrieval of sport videos in [91] used a combination of
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several generic attention models, such as those based on
camera motion and object detection. The models’ weights
were adapted to each user based on his/her feedback. The
recommenders can also employ this approach; for example,
the base classifiers for TV recommenders can be trained
on different programme attributes (a genre, a channel, etc.)
[52, 55], and the combination of their outputs can be adapted
using the feedback data.

4.3.2. Combination-Based Ensembles Using Mixed Data.
Mixed data ensembles have been employed for adaptation
to personal differences in expressing pain. Chen et al. [92]
suggested a method to optimise a pool of classifiers, trained
on data for different contexts: first, for each person in a
training dataset a separate ensemble is trained with Ada-
Boost algorithm to optimise pain recognition rate of this
person. All resulting base classifiers of all subjects then
constitute a classifier pool, and adaptation to a new person
is performed by optimising weights of classifiers in this pool,
also by AdaBoost. Optimisation aims at minimising error
rate for the target person and is very quick because new base
classifiers are not trained at this stage (only existing ones are
combined). In the tests the proposed ensemble adaptation
took 0.16 minutes per subject on average, and fairly small
number of labelled samples per target person (from 25 to 50
samples) allowed achieving notably higher accuracy than that
of a generic model. Unfortunately the paper does not explain
whether ways to express pain differed significantly between
the test subjects and how the proposedmethod dealt with the
persons, most different from the others.

4.3.3. Selection-Based Ensembles. (1) Base classifiers in an
ensemble of generalisers are trained on the datasets that
generalise the target context in different ways, for example,
from a nearly exact match up to a mixture of all contexts, and
lazy classifiers employ different prefiltering ways to generalise
the context [46]. None of these cases requires large datasets
for the target context. Success of handling of significantly
different contexts depends on the database coverage.The CF-
based recommender in [46] included both a general context-
independent user profile and content-dependent ones, cre-
ated using different schemes of generalising the context:
for example, for predicting user preferences for a particular
“Tuesday” context ranks, acquired on other workdays, were
also used. Tests demonstrated the feasibility of including the
general profile in such ensembles: it was selected inmore than
50% of cases, due to either too weak dependences of the user
preferences on some contexts or too small training datasets
for these contexts.

(2) Unlike the majority of other ensemble types, employ-
ing pattern recognition methods as base classifiers, knowl-
edge transfer ensembles employ as base classifiers different
strategies to transfer knowledge between the initial and target
contexts, for example, mappings between their input cues,
or mappings between their output classification results, or
mappings between their feedback utilisation models. Such
ensembles require both initial and target context data. An
ensemble of three relevance feedback techniques for image
retrieval in [68, 93] adapted to each query by selecting the

most appropriate technique or a combination of the two top-
ranked techniques via either reinforcement learning [68] or
particle swarm optimisation (PSO) [93].The training data for
each image retrieval query is never large.

A knowledge transfer ensemble in [31] predicted user
interface preferences for new applications, screen sizes, newly
assembled user groups, and so forth. Each ensemble member
modelled a certain human strategy for a new situation: for
example, to behave in a target context just as in the initial
one; or as the majority of other users in the target situation
irrespectively to the initial one; or as those among other
users, which behaved similarly in the initial context. The first
strategy suits similar initial and target contexts; the second
strategy suits the target contexts, strongly affecting the users’
preferences; and the third strategy transfers users’ similarity.
The pool of group strategies included also a few other
behaviours, for example, the majority voting. The prediction
was based on the known preferences of (1) a target user or
group for a single initial context and (2) from 9 to 43 other
users or groups for the same initial and target contexts. In
the tests with three different applications (a cooking assistant,
a car servicing assistant, and a recipe recommender) the
interface preferences for each application were predicted
based on knowledge regarding either very similar initial
context or very different one. For example, preferences for
interacting with the recipe recommender were predicted
based on the known preferences for significantly different
interface of the car servicing assistant.

Which transfer strategy best suits the current context
transition and each interface element was estimated from
data of user communities. For example, early technology
adopters may use a broad range of interaction modalities in
many applications, whereas similar attitudes towards healthy
lifestyle may lead to similar preferences regarding wellness
tips in shopping and cooking aids. However, similar attitudes
towards technology adoption donot necessarily imply similar
attitudes towards healthy lifestyle. When user similarity is
preserved across the contexts and when other strategies are
more appropriate follow from the user community data.
Required amounts of training data depend on the ensemble
size. No domain knowledge is required, provided that users in
the database have similar culture: otherwise, their behaviour
in new contexts could be too inconsistent to rely on the best
ensemble member. This approach may fail also if ensemble
members do not cover a sufficient range of the knowledge
transfer strategies. On the other hand, it allows adapting
to any new situation if different users use similar tags for
similar situations, and predefining primary data types is not
required provided that some ensemble members can handle
new data types. In the tests the ensemble successfully handled
transitions between similar and different initial and target
contexts and outperformed each of its members.

(3) Base classifiers of the sample-selecting ensembles are
not pattern recognition methods either: they model different
strategies of choosing training samples, for example, between
the classes or between the samples of various contexts. Such
ensemblesmay be context-specific or usemixed data andmay
handle both similar and dissimilar contexts. For example,
the aforementioned model-level knowledge transfer in [37,
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81] allows for only small shifts of the SVM decision boundary
(described in Section 4.2.2). This constraint may hinder the
adaptation if the initial and target contexts have significant
differences. An alternative approach to SVM adaptation for
video concept detection in [94] is to train a model on a
dataset, containing the labelled samples from both the source
and the target domains, and to select from two strategies
of choosing training samples: either near to the decision
boundary of the initial model or from most unlikely ones
to come from the initial domain data distribution (found
by conventional kernel density estimation). The former and
latter strategies better suit similar and dissimilar initial and
target domains, respectively. To avoid the domain similarity
estimation, the samples in [94] were selected as follows: if
more samples of a certain type got positive labels at current
iteration, a larger proportion of the samples of this type
was chosen at the next iteration. The required amounts of
the training data depend on task complexity. This approach
outperformed the approaches of [37, 80, 81] (described in
Section 4.2.2) in experiments on detecting 36 concepts in two
rather different video collections. But the adaptation was not
very quick, as it required ten iterations.

Originally, the ensembles of sample-selecting strategies
were proposed for active learning, that is, for selecting
samples from unlabelled data. As it is easier for the users to
choose by themselves the samples to annotate, an obvious
modification, which can be suggested, is to present more
samples than necessary and allow the users to choose and
annotate only a portion of these samples. One more sug-
gestion is to test such ensembles on labelled samples from
different initial contexts: this may help to find which contexts
are most similar to the target context.

(4) Stacked ensembles augment a pool of the base classi-
fiers with a pool of their selection and combination strategies.
Often, the choice of the selection or combination strategy
depends on the training data size and may require data of
target context only. The TV recommender in [90] split the
data into different time windows and used two decision-
making strategies on top of the base classifiers: the members’
outputs were combined by voting in the beginning of the
time window, whereas in the end the best base classifier was
selected. The mixed data ensembles can be also stacked. An
ensemble of the two simplest knowledge transfer strategies
for interface adaptation in [31] was used when the target
context data contained less than 15 samples, more intelligent
strategies being added when the dataset size increased. This
stacking was used for incremental learning of a new context
because too small datasets make selections of a winner unre-
liable if the ensemble includes many strategies: the required
amount of the training data depends on the ensemble size.

(5) Dynamic selection of a base classifier can be used
in both context-specific and mixed data ensembles. Unlike
“static selection” of the most accurate classifier for all data
samples, the “dynamic selection” chooses for each test sample
a base classifier that achieved the highest accuracy for the
similar data samples. The conventional dynamic selection is
based on estimating the similarity between test and training
samples using their input features [95], as, for example, for
the adaptation to different noise conditions in [96]. Tomodel

buying behaviour, the best ensemble member is selected
in [97] for each product based on its features, such as
promotions and dependency of sales on season.

Because the input features similarity is not necessar-
ily preserved across different contexts, a nonconventional
dynamic selection approach, proposed for adapting HMM-
based systems in [98], is to compute output scores of all
ensemble members for a test sample and to compare these
scores with the training samples’ scores. The ensemble is
trained incrementally by adding new classifiers to and remov-
ing the least frequently used ones from a pool. However,
learning how to select the best subset for each sample requires
a 20–25% larger training dataset, comparing with the data
needed for training the base classifiers. The overall need
in training data depends on the ensemble size and task
complexity.

Two other nonconventional approaches, proposed in [57,
68], select either the most appropriate relevance feedback
technique for each query and image class by reinforce-
ment learning in an ensemble of such techniques or the
most appropriate classifier to handle missing data in affect
recognition with a cascade of classifiers, respectively. In the
latter case, social rules or personal differences in expressing
emotions may exclude certain behavioural cues; for example,
needs or habits to be silent result in the absent audio cues.
To take the missing data into account, accuracies of all the
classifiers are evaluated on training data and stored for each
class: the most accurate classifier becomes a “specialist” for
this class; the next by accuracy classifier becomes a “second
best specialist” for this class, and so forth. The classes are
ordered from the most to the least difficult for classification.
At the fusion stage a sample is sent initially to the specialist
for the most difficult class. If this specialist has classified the
sample, the process is terminated to prevent classifying too
many samples into the dominant class. Otherwise, the sample
is sent to the next specialists until it is classified. To handle the
missing data, the sample is sent to the “second best specialist”
if the “specialist” for the corresponding class requires the
missing modality.

4.4. Context as a Feature. Single and multiple classifiers,
using context cues as latent factors, network nodes, or
input features, constitute the “context as a feature” group.
This approach is most feasible in cases when the context
cues are discriminative features. The second and third cases
also require automatic context recognition. Lazy methods
often include context descriptors in a similarity measure.
The adaptation can be to either exactly the same context
factors as included into the classification model or higher-
level situations, described by a set of fine-grain parameters.
The adaptation to social rules in different groups using
group members’ identities or roles as features exemplifies the
latter case. Context cues used inside the model increase its
complexity and thus the need in training data. Data collection
efforts depend also on whether training datasets are context-
specific or mixed.

(i) Context-specific models are trained on the target con-
text data and suit well cases when user and system



16 The Scientific World Journal

behaviour depend on certain fine context parame-
ters, but the dependencies vary for different rough
situational strata: for example, dependency of buying
behaviour on time of the year differs in different
cultures. Therefore, the time context can be a feature,
but learning separate models for coarse situations,
such as different cultures, is more feasible.

(ii) Mixed data models are trained on the data from the
target and other contexts or obtained by modifying
parameters of models for the initial context. These
models are often used for adapting to exactly the same
context factors as included in the model. Training a
single model for fairly broad ranges of context values
allows consistent modelling of context dependency,
but accommodating the previously unseen context
values would require complete retraining.

Training these models may use either the approaches in
Section 4.2 or described below additional four ones, which
can be applied to both the context-specific and the mixed
data models (the required amounts of training data depend
in these cases predominantly on the model complexity).

(1) Embedding contextual parameters as additional nodes
into graphical models is used in affect recognisers, recom-
menders, and other systems. A dynamic Bayesian network
for drivers’ emotion recognition in [99] included additional
nodes, taking predefined discrete values to represent both the
environmental context (complex versus simple road situa-
tion) and the user characteristics (skills, physical condition,
and mental state). This allowed to interpret the video cues
(e.g., high versus low eyelid position and high versus low
gaze fixation) and audio cues (answers to questions) in a
context- and user-dependent manner. Data collection was
avoided by specifying network parameters by hand. For photo
annotation, such nodes can be time, location, and camera
parameters, for example, flash [100] or clothing detection,
presence of other persons in photos, and demographic
statistics for estimating a probability that a person of a certain
age and gender has a certain name [101]. In the recommenders
the context factors are used also as latent variables, for
example, predefined purchase goals as a latent cue in Bayesian
networks [102].

(2) Using historical contexts as nodes in graphical models:
classification of a current data portion inmultimedia analysis
may depend on the classification results for the previous
portions. For example, replays in sport videos usually follow
goals but not vice versa. This kind of temporal context can
be modelled by HMM, Bayesian networks, or correlation-
based graphs [103–105]. Similarly, in affect recognition tasks
the past emotional states are often used as nodes, for example,
in HMM [75, 106] and so-called Long Short-Term Memory
neural networks (LSTM) [106, 107].

(3) Using contextual parameters as input features, for
example, in the support vector machine (SVM), case-based
reasoning (CBR), multilayer perceptron (MLP), naı̈ve Bayes
(NB), and decision tree (DT) classifiers: in affective comput-
ing a past emotional state served as an additional input to the
SVM [75, 108] and AdaBoost [109]. The emotion recogniser
for a spoken dialog system [110] employed as the context

predefined past events, such as dialogue acts (e.g., repetition
and rephrasing, needed when a user cannot be understood
immediately) and lexical expressions (e.g., the user’s words
“no, I said. . .” may imply correcting a system’s mistake that
does not make the user happier). Probabilities of emotional
categories, associated with these events, were combined with
probabilities estimated from acoustic and prosodic features
in two stages, employing each a nontrainable fusion, for
example, the voting, average, or product of the probabilities.
Similarly, dialog acts served as context for differentiating
between “doubtful” and “bored” user states in [111].

Time and other predefined fine context descriptors can
serve as features in the TV recommenders, learning from
long-term interaction histories, but the recommendations
are actually adapted to indefinable coarse situations, such
as differences between the personal and family cultures.
Recommendations for individuals in [112] used a day of
week, time of day, user location, and device contexts as
inputs to the CBR, MLP, NB, and DT. Recommendations for
families in [52, 113] used time and personalities of family
members as inputs to the SVM and CBR. Although the
“presence of family members” was here a predefined context
type, sets of family members were not predefined and varied
between the families, which were of different sizes and with
or without children. Such learning of the group preferences
by observing choices, made by the group members together
and separately, respects group practices rather than enforces
a practice chosen by a system designer, as was done, for
example, in [88] (described in Section 4.2.4). This approach
requires no domain knowledge either, but it needs data: for
example, achieving reasonable recommendation accuracies
in [113] required training data collection during nearly one
month. A way to shorten data collection time is to adapt to
selected characteristics of users instead of their identities: for
example, in [53] “big five” personality traits of individuals
served as input features to a neural network, trained to
adapt interaction style (e.g., dialog-based and browsing).This
approach requires additional data to obtain personality traits,
though: in [53] these traits were obtained via analysis of posts,
written by the test subjects in social networks.

(4) Including contextual similarity into a distance measure
is common for context modelling in the CF-based recom-
menders: for example, distances between the users’ ratings
can be weighed by similarities between predefined contexts
(utilitarian versus hedonic users’ needs, a day of week, and
time of day), in which these ratings were provided [114].
Including context in a distance measure can also help to deal
with changes in the users’ interests over time: for example,
an order of items’ consumption and difference between
consumption times [115].

4.5. Comparing the Adaptation Approaches. Experiments
with more than one adaptation framework are reviewed
in brief below. Unfortunately, no consistent experimental
comparisons of the different approaches could be found
in the literature. Moreover, while in some cases only the
lightweight adaptation led to the desired functionality [31],
the fine adaptation required in other cases so significant data
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collection efforts that even the application developers did not
want to meet with these problems [75].

The adaptation is more lightweight if feature selection
is not performed for each context. Using the same features
was compared with the feature selection in [116] for object
categorisation by fully supervised learning vector quanti-
sation method. The data were challenging as it contained
images with rotated by various angles objects of different
shapes and colours. Using the same features for different
object categories did not notably lower the accuracy, com-
paring with the feature selection. Therefore, a good initial
choice of the features may allow for learning new categories
even without extensive feature selection for each new data
portion.

In other comparative experiments, discussed below, fea-
ture selection was not performed for each context. The
ensemble-based adaptation was compared in [37, 81] with
three methods to build context-specific SVMs for detecting
concepts in the TV data.The SVMs, trained separately on the
data from different contexts and combined using a weighed
sum with weights stating importance of the new context,
formed the ensemble. The context-specific SVMs were built
in the following ways: (i) by the model-level knowledge
transfer (described in Section 4.2.2); (ii) by training on the
merged data from the old and new contexts, and (iii) by
training on the data of the target context only.

In the tests on the data from 13 TV channels, the model-
level knowledge transfer was close by the average accuracy
to the models, trained on the merged data, but the training
was up to 15 times faster. The purely context-specific models
were less accurate due to a small number (from one to ten per
concept) of positive training samples.The ensemble accuracy
was close to that of the knowledge transfer if the target context
weight was not high. Additionally, a semisupervised SVM,
trained on both the labelled and the unlabelled target context
data, but with no knowledge of initial contexts, was evaluated
in [37] and appeared to be significantly less accurate than the
model-level knowledge transfer.

Several ways to build a context-specific HMM for recog-
nising excitement of show audience from an audio-visual
stream were compared in [75] (these ways are described in
Sections 4.2.1 and 4.2.2): (i) cascaded training on the target
context data; (ii) model-level knowledge transfer (either the
context-specific HMM, trained for some other context, or
a general HMM was adapted to the target context, using
its labelled data), and (iii) unsupervised training of the
conventional HMM on the unlabelled target context data. To
demonstrate benefits of the context adaptation, the context-
specific models were also compared with a general HMM,
built either by unsupervised or by cascaded training on the
data of all contexts.

The cascaded training on the target context gave the high-
est accuracy in these tests. The general HMM, trained in the
cascaded way, was also more accurate than the conventional
HMM. Although feasibility of unsupervised pretraining of
deep neural networkswas demonstrated in [74], in training of
less deep architectures usually all the available data is utilised
at once. According to [26, 75], the cascaded training may be
beneficial in nondeep architectures, too.

The model-level knowledge transfer achieved slightly
lower accuracy than the cascaded training. As regarding
the choice of a model to modify, various initial context
models were quite similar by their accuracies after adapting
to the target contexts (probably, due to the notably different
contexts).The adapted general model was slightlymore accu-
rate. The conventional context-specific and general HMMs
achieved significantly lower accuracies than the model-level
knowledge transfer. In addition, accuracy of fully supervised
SVMs, trained on the labelled target context data, was also
presented in [75]. In the tests the SVM and HMM accuracies
were similar to each other for a large number of the anno-
tated samples provided, but with only 25 labelled samples
per context the SVM became much less accurate than the
HMM.

The cascaded architectures were beneficial in other appli-
cations, too. Updates of final rather than initial stages of
a cascaded system in [32] were more efficient for speech
processing. A single model, trained for the TV recommender
in [55] on several attributes of TV programmes, adapted to
individual tastes less accurately than a classifier ensemble.
Eachmember of the latter was trained on a single programme
attribute (such as “genre”), and the models’ outputs got
different weights for the different users. The hierarchical and
nonhierarchical methods of learning interconcept relations
to detect concepts in images were compared in [76, 103].
The hierarchical approach built first binary classifiers for
each concept separately and then adapted their relations to
contexts [76] (more details are provided in Section 4.2.1),
while the nonhierarchical learning built such a relational
model directly from the low-level features [103]. In the tests
both approaches achieved fairly similar accuracies, but the
hierarchical adaptation was significantly faster.

Different ways of knowledge transfer have been com-
pared in a study into pain recognition ([92] (described in
Section 4.3.2)).The lightweight adaptation of a combination-
based ensemble was compared with two approaches: (1)
training of a person-specific model using data of the target
person only and (2) training of a person-specific model using
data of all test subjects. The tests proved that lightweight
adaptation is notably faster: it took 0.16 minutes per person
on average, while training on the data of the target person
took 2.6 minutes and training on the data of all subjects took
14.3 minutes per subject on average. The ensemble was also
notably more accurate than a person-specific model, trained
on data of the target person only, in cases when the number
of labelled training samples per target person was fairly small
(from 10 to 50 samples). The accuracies of the ensemble and
of the person-specific model, trained on data of all subjects,
were fairly similar when number of labelled training samples
per target person ranged from 10 to 25, but the ensemble
was notably more accurate when training dataset per target
person included 50 and more samples.

Different knowledge transfer strategies have been com-
pared in [31, 84] in a study into user interface adaptation.
The ensemble of several simple strategies was used in [31]
(described in Section 4.3.2), and two popular alternative
approaches were tested in [84] on a part of the dataset used
in [31]. One of them transfers the knowledge by adding or
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subtracting a shift vector from the vectors of preferences for
each user (or user group), similarly to [47]. Comparing to
other approaches, its accuracy in the tests was considerably
lower. The second approach exploited one of the most com-
mon adaptation methods: modifying a similarity measure by
an optimisation algorithm to minimise the prediction error
for all nontarget users. This approach appeared to be fairly
accurate and outperformed other approaches in cases when
the users’ preferences in the initial context were similar to
each other but differed significantly in the target context.
However, this approach required much longer computations,
and its average accuracy was similar to that of the ensemble
in [31].

The use of the target context data only versus the
mixed data in the ensemble of relevance feedback strate-
gies for image retrieval was explored in [68] (described in
Section 4.3.3.). The target context included interactions of a
current query, and the mixed data contained interactions of
multiple retrieval sessions of multiple users. In the tests the
mixed data greatly increased the precision of initial results
(images retrieved before using the relevance feedback). The
precision after the first relevance feedback iteration was also
improved, but less notably, whereas after the second iteration
the precision with the mixed data was only 2.5% higher than
that with only the current query data, and the time gain was
insignificant, too.

Adaptation to uncontrolled environments has to deal
with possibilities that not all input modalities are always
available. The cases of missing or poor quality data samples
were studied in biometrics, because an important goal for
next generation biometrics is to increase user convenience
[117, 118]: for example, users may dislike certain biomet-
ric modalities or be incapable of providing data due to
trauma. The missing data can be handled by training models
for different combinations of modalities and selecting an
appropriate model for each combination [119, 120] or by
applying generic methods to fuse all modalities in presence
of missing data, such as imputation of the missing samples
or modification of the fusion algorithm [121]. Suitability of
generic methods, however, depends on missingness mech-
anism, that is, whether data are missing at random or not
[121]. For example, imputation methods do not fit well the
“data are missing not at random” scenario [121], whereas
“data are missing at random” assumption is infeasible when
context influences availability of modalities (e.g., if etiquette
requires silence, voice data will be unavailable). Besides,
studies, comparing the model selection with imputation and
the modified SVM fusion [119, 122], demonstrated that the
model selection was more accurate on the average. Samples
of various qualities in biometric systems can be handled
also by model selection (training aseparate model for each
quality cluster) or using the sample quality as an additional
input feature. According to the tests in [123], the former
approach is more accurate, especially if the number of the
quality measures increases. These results suggest that non-
discriminative contextual parameters, like the sample quality
factor, should not be used as features.

Fine context descriptors, such as time, can be discrimi-
native factors in the recommender systems. Use of context

descriptors as features in the trained (SVM) and lazy (CBR)
classifiers in the TV recommenders was compared in [52,
113] (methods are described in Section 4.4). In the tests on
real-life TV viewing histories of 20 families both classifiers
achieved quite similar average accuracies.

Table 1 presents most important characteristics of the
reviewed lightweight adaptation approaches. These features
can have positive or negative influence on adaptation,
depending on the task at hand. For example, ability of the
adaptation approach to use unlabelled data for the target
context is a positive feature because it decreases the need in
the labelled data. On the other hand, such approaches cannot
be employed in applications where unlabelled data cannot
be obtained. Similarly, most lightweight approaches suit well
cases when only very little datasets for the target context can
be obtained, but their accuracies are usually lower than that of
the less lightweight methods. (“Most lightweight” and other
characteristics of adaptation approaches in Table 1 refer to
runtime training in case when a new context emerges.)

5. Lightweight Adaptation Design

The above overview allows us to identify important applica-
tion characteristics, influencing the adaptation design, and
suggest choices of the adaptation methods, which are most
likely to work for different application requirements.

5.1. Choices and Factors Influencing Design Decisions. Let the
same types of data and context cues, although not necessarily
exactly the same sets of cues, be used in all contexts.
Then the most important design choices are the interaction,
adaptation, and data usage types. The interaction can be
implicit or explicit or can combine both.The adaptation types
are model selection, classifier ensemble, or using context as a
feature. The data usage type is the knowledge transfer type
and level: either no data, or a dataset, acquired in other
situations, or a model trained on a dataset, acquired in other
situations, can be employed.

These choices strongly influence choice of a reasoning
method and choice of runtime training and supervision
types. The reasoning method can be either lazy or trained
graph-based (e.g., HMMs and Bayesian networks) or non-
graph-based (e.g., neural networks and SVMs). Runtime
training can be performed by either conventional standard
algorithms (e.g., the Baum-Welch one to train HMMs) or
custom parameter modifications, including the choice of
parameters to modify and/or certain simplifying assump-
tions, for example, linearization of functions and constraints
on parameters’ changes.The supervision can be full or partial
(unsupervised context adaptation usually ignores peculiari-
ties). All these decisions depend on each other and on task
specifics.

The following application characteristics influence the
design the most:

(i) Expected changes in input cues in different situations,
namely, in their (1) meaning; (2) availability; (3)
influence; and (4) accuracy: for example, availability
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of all cues is not guaranteed in uncontrolled environ-
ments; the low-level cues, for example, image features,
usually have no meaning to change, whereas high-
level behavioural cues may easily change meaning,
for example, user’s silence after a show is likely
to indicate user’s disappointment as satisfied users
would applaud, whereas silence in the beginning is
more likely to indicate neutral mood (just waiting for
a show to start).

(ii) Effects of different interaction types (i.e., costs of data
acquisition versus data quality): (1) implicit interaction
and (2) explicit interaction, that is, whether users
and classifiers can significantly benefit from explicit
human efforts andwhether implicit interaction can be
reliably interpreted.

(iii) Variability of situations a system is likely to encounter:
(1) stable versus unstable and (2) definable versus
undefinable situations: for example, an in-house TV
programme recommender should adapt to any family
acquiring it, but only to this particular family, whereas
an Internet TV programme recommender service has
to adapt to each family using the service. To define
several screen types for adapting an UI is an easy task
but to specify all situations where humans’ behaviour
is governed by social rules is much more difficult.
Such elusive situations will be called “indefinable”
below.

(iv) Adaptation time: that is, whether the adaptation must
be very quick (e.g., the interface should be adapted
just at themoment of launching an application) or can
take time or whether a lifelong learning is expected.

Figure 3 shows which adaptation approaches, outlined in
Section 4, were suggested for different subtypes of the
three most influencing types of application characteristics.
Although many of these approaches were used offline, the
proposed techniques suit the runtime adaptation, too. Sub-
types of the application characteristics are ordered along
the corresponding axes by increasing complexity: among
changes in input cues, meaning changes are the trickiest,
while the simpler changes in the cues’ influences are the
most common case; among interaction types, the explicit
interaction is considered more difficult than the implicit
one because the former often results in very small datasets.
Among situations types, “many diverse indefinable situa-
tions” is themost difficult case.The application characteristics
are either taken from the papers reviewed or based on our
own assumptions: for example, the accuracy and meaning of
low-level image features, such as colour histograms, rarely
depend on context. In particular, if a colour histogram
is used for distinguishing between cars and houses, its
meaning would be database-dependent only if the majority
of cars and the majority of houses are red and green,
respectively, in one database, while these colours are swapped
in another database. However, this is too unlikely in the large
databases. Therefore, we assume that the low-level image
features can only change their influence on a classification
result.

5.2. Interaction Types. As shown in Figure 3, the adaptation
to changing input cues’ meanings is rarely addressed. Several
studies suggest that quick learning of new meanings may be
difficult without explicit human supervision.Thus, acquiring
explicit interaction data can be suggested for the changes
in meanings of the input cues. Explicit efforts are necessary
also if interpretation of implicit interaction data depends on
context: for example, if just the same user actions may denote
a positive feedback in one context and neutrality in another
context.

The implicit interaction should be employed, if possible,
when quality of primary data cues is rather low. For example,
if a certain cue is important for users, but not recognised by a
system, accuratemodels cannot be built despite all the explicit
annotation efforts; instead, the latter will only annoy the
users. Due to this reason, TV recommenders often employ an
implicit feedback: TV programmemetadata is rarely detailed.

Otherwise, for choosing between the implicit and explicit
interaction we recommend considering, first, how the UI
design affects quality of implicit data and, second, to what
extent both labelling time and a time interval when the labels
are used by the system match the users’ goals. For example,
if the users click on nearly every link because of insufficient
link data, the implicit feedbackwould be useless. On the other
hand, benefits of explicit feedback should last longer than
its acquisition: for example, interactive multimedia retrieval
systems usually learn from small datasets because users only
see how the current query results are improved by their
feedback, whereas recommender systems may require users
to rank many items and to use these ranks for next year(s).
Third, we recommend considering whether users’ actions
follow their own desires or social rules: in the latter case
the implicit feedback may be useless if the users adjust their
choices to be polite.This behaviour, however, is less common
among loving families and close friends than in groups where
some members dominate. To understand whether all group
members are equally satisfied is difficult [20, 31], but solutions
to this problem remain to be found.

5.3. Adaptation and Data Usage Types. A very quick adapta-
tion can be performed by (i) selecting from a set of models,
trained for predefined situations; (ii) using the context as a
feature in a model, trained for a broad range of context cues,
and (iii) employing selection-based classifier ensembles with
nonadaptive base classifiers. Recommendations for choosing
adaptation and data usage types for other cases are given in
Figure 4. These choices are closely related, but the usages of
data of one or several nontarget situations are not differen-
tiated because no sound clues exist in the state-of-the-art
research.

Using both labelled and unlabelled target context data
could be beneficial when both could be obtained. Benefits
of using unlabelled data of the nontarget situations in the
lightweight adaptation have not yet been demonstrated.
Usually, the decision on whether to use only the target
context data or also the labelled data from other situations
for adapting to a target context is based on the domain
knowledge or data comparisons for these situations (e.g.,
comparison of data distributions). The latter approach is not



22 The Scientific World Journal

In
pu

t c
ue

s c
ha

ng
es

Variability of
situations

Influence

Accuracy

Availability

Meaning

Adaptation types:

Model selection

Selection-based ensembles with nonupdated base classifiers

Base classifiers updated alone or
in addition to the selection/combination method
Context as a feature

Combination-based ensembles with nonupdated base classifiers

Application domains:

Biometrics Emotion recognition

Multimedia analysis

User interactionRecommender systems

Together:
Combination-based ensembles with nonupdated base classifiers
were employed for multimedia analysis

Model selection was employed for emotion recognition

Explici
t

Im
plici

t

definable
Few stable

indefinable
Few stable

definable
Many diverse

indefinable
Many diverse Require

d

inter
act

ion

S

FE-S

E-C

E-B

ℬ:

ℛ:

ℳ:

ℰ:

𝒰I:

ℳ: E-S

ℳ: E-S

ℳ: E-C

ℳ: E-B ℰ: S

ℰ: S

ℰ: S

ℰ: S

ℰ: S

ℰ: F

ℰ: F

ℰ: Fℛ: S

ℛ: S

ℛ: S
ℛ: S

ℛ: F
ℛ: F

ℛ: F

ℰ: E-S

ℰ: E-S

ℬ: F

ℬ: F

ℬ: F

ℬ: S

ℬ: S

ℬ: S

ℬ: S

ℬ: S

ℳ: E-S
ℳ: E-C

ℳ: F

ℳ: F
ℳ: S ℳ: S

𝒰I: S

𝒰I: S
𝒰I: S

ℬ: E-C

ℬ: E-C

𝒰I: E-S𝒰I: E-S ℛ: E-Bℛ: E-B

ℛ: E-S

Figure 3: Lightweight adaptation summary (Section 4).

quite lightweight, so we suggest employing simple heuristics
instead: the more serious the changes in the input cues are
expected, the more dissimilar the situations in question are.

As Figure 3 shows, cases of changes in influence of
input cues on adaptation result are best studied. If just such
changes are expected and an application will be used in a few
fairly stable easy-to-define situations, nearly any adaptation
approach from Section 4 can be applied. In cases of changes
in meanings of input cues choice of adaptation approaches
is rather limited. Training a separate model for each context
is one of the most adaptive approaches. It can be applied
to a broader range of cases than those having been studied

so far and handle primary data cues, emerging at runtime,
provided that their types and the use of different types inside
the models can be predefined and the models can be trained
at runtime. On the other hand, the adaptation to changes in
the input cues availability may be reached without training
a separate model for each context if the cue availability
is treated as a feature in reasoning methods that handle
the missing cues without retraining, for example, discrete
HMMs, weighted sums, and voting.

Among the above-mentioned approaches to obtain the
context-specificmodels, two generic ones can be emphasised:
(i) the cascaded training using only the target context data if
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Figure 4: Recommended adaptation and data usage types.

the unlabelled data is available and (ii) themodel parameters’
modification by evolutionary algorithms. Cascaded training
was proved beneficial for deep neural networks [74] andMLP
[26] (trained conventionally in fully supervised ways) as well
as for HMMs (trained conventionally in unsupervised ways)
[75]. Evolutionary algorithms are worth considering because
they are fast and applicable to various sets of parameters.
Furthermore, they require no differentiable penalty function

and are not easily stopped by local minima.These algorithms
can be employed for both themodel-level knowledge transfer
(shifting a decision boundary) and the cascaded training (at
its last stage). Other learnable models may also benefit from
the evolutionary adaptation.

The classifier ensemble, where all members are trained
on the target context data, is the most adaptive but is less
lightweight than training a separate model for each context.
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Accordingly, employing such ensembles to adapt to contexts,
emerging at runtime, is feasible mainly when large datasets
are acquired naturally in the course of using an application,
for example, when implicit interaction data can be collected.
In other cases, either classifiers learnable from very small
datasets are to be included into the ensembles or other
ensemble types should be chosen.

Combining outputs of the base classifiers can be rec-
ommended only when all these classifiers are sufficiently
generic (e.g., in factor ensembles) or trained on target context
data. In other cases the selection-based ensembles should
be employed: they can handle both similar and dissimilar
contexts if different members are optimised for different
contexts [31], and they outperform individual classifiers when
amount of training data is not abundant [95].

Unlike the conventional classifier ensembles, built from
pattern recognition strategies, the context-adaptive ensem-
bles may include other reasoning strategies. Among the
latter, the knowledge transfer strategies are most suitable
for cold-start adaptation to newly emerged contexts. Such
ensembles can adapt to new contexts without retraining the
base classifiers after only a few target context data samples are
acquired, provided that the transfer strategies can be defined
for a task at hand. On the other hand, the ensemble should
not be of too large size because the more the members to be
evaluated, themore the data required [31].The ensembles can
also handle the primary data cues, emerging at runtime, if
some of theirmembers (e.g., lazymethods) handle such cases.
Typical behaviours of individuals and groups [31]; typical
weights of input cues; and typical types of relations between
input or output cues (yet to be tested) may be included
into the knowledge transfer strategies’ ensembles. After more
target context data is collected,more sophisticated adaptation
methods can be employed instead, for example, by stacking
the ensembles.

Recommendations on using the context as a feature
refer to single classifiers. Single classifiers handle changes in
the input cues’ influences the best. The graphical models,
for example, HMMs and Bayesian networks, adapt to such
changes by adjusting the observational or transitional prob-
abilities. The HMMs suit well adaptation to the historical
context factors. Using context parameters as features in non-
graphical models (e.g., in the SVMs) can be recommended
only when the context factors are discriminative. Similarly,
model selection and ensembles can also include models,
using context descriptors as features.

Regarding the data usage types, training the context-
specific models on the merged data of different contexts may
hinder the adaptation to notably different contexts.Therefore,
the use of the merged data can be recommended only if the
chosen adaptation requires such data: for example, for an en-
semble of knowledge transfer strategies or for optimising sim-
ilarity measures. Using trained models of the nontarget con-
texts can be recommended for faster adaptation. To use the
target context data only can be recommendedwhen the train-
ing datasets are not too small (e.g., if implicit interaction data
or unlabelled data are available) or the applications are sup-
posed to be long-termuser companions and thus need to gain
the user’s trust by avoiding data sharing and reasoning errors.

5.4. Training and Supervision Types. Choices of the training
and adaptation types are strongly interdependent. Model-
level knowledge transfer and old knowledge preservation
usually require custom algorithms; for example, some addi-
tional constraints on the model parameters may be added.
Custom adaptation, such as with evolutionary algorithms or
various reweighting schemes, is usual in selecting and/or
combining the ensemble members, too. Standard training
is more common in other cases due to its easiness for
developers.

The choice of a training supervision type depends
strongly on the chosen interaction and data usage types. If
no knowledge transfer is used, the training dataset, especially
the one obtained via explicit interaction, may be too small
for the fully supervised training. If an application allows for
acquiring the unlabelled data, the cascaded training should
be employed.The conventional semisupervised training can-
not be recommended for adapting to contexts, emerging at
runtime, as correct modelling assumptions are difficult to
make for new contexts and the incorrect ones decrease the
accuracy of the semisupervised learning comparing with the
use of the labelled data only [26].

6. Conclusions

The lightweight runtime adaptation of classifiers to newly
emerging situations, not requiring significant explicit inter-
action efforts and the detailed domain knowledge, is a
new research area with important practical applications for
user-centric multimedia analysis and retrieval, automated
UI adaptation, recommender systems, and so forth. We
reviewed promising adaptation techniques, proposed in sev-
eral application domains, and provided recommendations on
selecting such techniques, based on the identified application
characteristics and simple heuristic evaluations of similarities
between contexts. Our focus is on adapting class-level and
decision-level multimodal fusion under the assumption that
inputs to the fusion models (called cues) are provided by
the same algorithms in all contexts. Several studies have
shown that despite this significant limitation the lightweight
adaptation can be close by classification accuracy to more
computationally expensive adaptation methods, whereas in
many cases it simply has no alternatives to compare with.
Moreover, if the full-scale adaptation is possible, it can be
performed after the lightweight one, either if the end users did
not accept the latter results or when additional data becomes
available.

Two main problems of the full-scale adaptation are the
extensive use of the domain knowledge in reasoning and
the need in the labelled training data. The above lightweight
approaches are more data-driven than domain knowledge
dependent; that is, they employ sufficiently generic input
cues and learn to handle them in context-specific ways,
using the target context data. For example, the same user or
system behaviour can be assigned to different inner states of
a HMM classifier by modifying observational probabilities
(in particular, the classifier can be trained to treat a sound of
“whistling” as a sign of the user excitement in one context and
“nothing special” in another context). Ensembles of methods
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for knowledge transfer between contexts and data of several
contexts allow for learning which transfer method is more
appropriate for the initial and target contexts at hand: for
example, which relevance feedback strategy better suits the
current user query orwhich types of user preferences strongly
depend on contexts.The domain knowledge dependency can
be reduced also by employing the reasoning that naturally
deals with missing inputs and cues emerging at runtime. For
example, graphical models can treat a missing cue as a valid
observation; if various types of cues are read in different ways
from data logs, it is sufficient to specify how to treat a cue
type in reasoning and specifying an exact set of the cues is
unnecessary.

At the same time, the need in the labelled data can
be reduced by using the unlabelled data in addition to
the labelled data; by modifying training algorithms so that
very small sets of the labelled data would be sufficient; or
by reusing the knowledge regarding multiple contexts, or
multiple users. For example, the conventional assumption
that users, similar to each other in the past, remain similar
also in the current situation does not necessarily hold for
significantly different past and current situations. Therefore,
the user community data can be used first to check whether
users, similar to each other in a certain initial context, remain
similar also in a target context.Then, if this would be the case,
the data for this initial context can be used in addition to the
data of the target context. Otherwise, only target context data
should be used.

That the lightweight adaptation is feasible was confirmed
in the aforementioned studies. However, trade-offs between
the adaptation cost and performance gain, acceptable for
the end users, remain an open problem. Moreover, the user
acceptance depends not only on the classification accuracy
but also on many other factors, such as user companions,
screen sizes of interaction devices, general user attitudes to
adaptability of personal devices, and reasoning implementa-
tion. For example, in the UI adaptation [31] the reasoning
employed user community data, andmany subjects preferred
this way to a more common launching of the applications
with settings provided by application designers, because of
the higher confidence in their acquaintances. Thus, certain
types of knowledge transfer, in addition to reducing the need
in data collection for the target situation, may also facilitate
the users’ trust.

The lightweight adaptation is suitable for various practical
problems, including a cold-start adaptation when it is not
yet possible to acquire sufficient data for more sophisticated
methods. Also, it is beneficial for interactive systems that
should respond fast to users’ requests, as well as for systems
encountering a large variety of the usage situations. The
designers of the latter systems would be unable while the end
users will be unwilling to invest big efforts in data collection.
A full-scale adaptation should not be the only option for
the end users of both kinds of systems; it may be more
feasible to try the lightweight one first to seewhether the users
are satisfied with it. Although the lightweight adaptation
methods, reviewed in this work, were usually tested on the
data of one application domain only, we believe that other
domains can also benefit from these studies. For example,

the work [2] concluded that pervasive computing applica-
tions should employ knowledge transfer learning methods
to greater extent to reduce data collection needs. Among
the lightweight adaptation methods reviewed one can also
find generic enough ones, being useful not only for context
adaptation but also for user adaptation and solving other
machine learning problems.
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[7] L. Snidaro, J. Garćıa, and J. Llinas, “Context-based Information
Fusion: a survey and discussion,” Information Fusion, vol. 25,
pp. 16–31, 2015.

[8] M. Xu, C. Xu, L. Duan, J. S. Jin, and S. Luo, “Audio keywords
generation for sports video analysis,” ACM Transactions on
Multimedia Computing, Communications and Applications, vol.
4, no. 2, article 11, 23 pages, 2008.

[9] W. Hu, N. Xie, L. Li, X. Zeng, and S. Maybank, “A survey on
visual content-based video indexing and retrieval,” IEEE Trans-
actions on Systems, Man and Cybernetics Part C: Applications
and Reviews, vol. 41, no. 6, pp. 797–819, 2011.

[10] A. Rehman and T. Saba, “Features extraction for soccer video
semantic analysis: current achievements and remaining issues,”
Artificial Intelligence Review, vol. 41, no. 3, pp. 451–461, 2014.

[11] P. K. Atrey, M. A. Hossain, A. El Saddik, andM. S. Kankanhalli,
“Multimodal fusion for multimedia analysis: a survey,” Multi-
media Systems, vol. 16, no. 6, pp. 345–379, 2010.

[12] C. A. Bhatt and M. S. Kankanhalli, “Multimedia data mining:
state of the art and challenges,” Multimedia Tools and Applica-
tions, vol. 51, no. 1, pp. 35–76, 2011.
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[106] A. Metallinou, M. Wöllmer, A. Katsamanis, F. Eyben, B.
Schuller, and S. Narayanan, “Context-sensitive learning for
enhanced audiovisual emotion classification,” IEEE Transac-
tions on Affective Computing, vol. 3, no. 2, pp. 184–198, 2012.
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classifiers do not suit to this purpose because they require 
acquiring large sets of labelled data for each situation. Due to large 
variety of usage contexts of personal applications, no developer 
can predict all these situations, to say nothing of collecting 
adequate training databases for them. Hence personal applications 
require new methods for adapting to changing runtime contexts. 
As runtime adaptation largely relies on interaction with end users, 
these methods should be fairly lightweight with respect to standard 
ones, i.e. they should require much less domain knowledge and 
explicitly acquired data. 
  
This thesis introduces lightweight solutions for adapting reasoning 
models to situations at runtime, identifies important context and 
application characteristics and provides guidelines for considering 
these factors in adaptation design. The proposed solutions have 
been validated experimentally with realistic data sets, and the 
results have confirmed that they considerably reduce the 
dependence of context- and user-adaptive classifiers on domain 
knowledge and explicit interaction efforts. Studies with personal 
assistive applications have also demonstrated that users can 
accept the proposed lightweight adaptation even when its 
accuracy is relatively low. 
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